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Abstract

In this paper, we construct a nonparametric estimator of the distributions of latent factors in linear independent multi-factor models under the assumption that factor loadings are known. Our approach allows to estimate the distributions of up to $L(L+1)/2$ factors given $L$ measurements. The estimator uses empirical characteristic functions, like many available deconvolution estimators. We show that it is consistent, and derive asymptotic convergence rates. Monte-Carlo simulations show good finite-sample performance, less so if distributions are highly skewed or leptokurtic. We finally apply the generalized deconvolution procedure to decompose individual log earnings from the Panel Study of Income Dynamics (PSID) into permanent and transitory components.
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1 Introduction

In this paper, we consider linear multi-factor models of the form: \( \mathbf{Y} = \mathbf{AX} \), where \( \mathbf{Y} = (Y_1, \ldots, Y_L)^T \) is a vector of \( L \) measurements, \( \mathbf{X} = (X_1, \ldots, X_K)^T \) is a vector of \( K \) unobserved and mutually independent latent factors, and \( \mathbf{A} \) is a \( L \times K \) matrix of parameters. The analysis is conducted assuming that the number of factors and the matrix of factor loadings \( \mathbf{A} \) is known. The contribution of this paper is to provide a nonparametric estimator of the distribution function of \( \mathbf{X} \) from an i.i.d. sample \( \{ \mathbf{Y}_n, n = 1, \ldots, N \} \) for up to \( K = L(L + 1)/2 \) factors.

Applications of factor models are numerous in social sciences, and economics in particular. For example, the standard model of individual earnings dynamics is a linear multi-factor model with four additive components, or factors: a deterministic function of regressors, a fixed effect, a persistent autoregressive component, and a transitory moving-average component (e.g., Hall and Mishkin, 1982, Abowd and Card, 1989). Factor variances are usually estimated based on second-order moment restrictions. Estimating the whole distribution of factors is less common but still useful. Lillard and Willis (1978) compute transition probabilities into and out of poverty (“first passage times”). More recently, economists have shown considerable interest in estimating complete earnings models to feed life-cycle consumption models (e.g., Guvenen, 2007a, 2007b, Kaplan and Violante, 2008). Estimating factor distributions nonparametrically in those models is thus of substantial interest.\(^1\)

Horowitz and Markatou (1996) were the first to propose fully nonparametric estimators for linear models with error components, with an application to earnings panel data. They show that, unlike in the standard semiparametric deconvolution problem,\(^2\) every component of the convolution can be identified and nonparametrically estimated if repeated observations of the dependent variable are available. The basic setup that they study has two measurements (two observations per individual), one common factor and two independent errors with identical and symmetric distribution.\(^3\)

Horowitz and Markatou consider several extensions of this simple framework, namely

---

\(^1\)The usual approach is to adopt flexible parametric distributions for the individual effects and the innovations (e.g., Chamberlain and Hirano, 1999, Hirano, 2002, Geweke and Keane, 2000, 2007).

\(^2\)For references on the classical deconvolution problem, see Carroll and Hall (1988), Zhang (1990), Fan (1991), and Carroll et al. (1995).

\(^3\)Susko and Nadon (2002) consider the same setup and estimator as Horowitz and Markatou with an application to gene expression. More recently, Delaigle, Hall and Meister (2008) have proposed a modified kernel estimator that may achieve, under smoothness conditions, the same asymptotic performance as if the distribution of errors were known.
stationary AR or MA errors, or asymmetric errors. However, it is not easy to see how to extend the basic approach in a systematic way to analyze more complex models. In this paper, we extend their approach and develop a general method for estimating factor distributions in linear factor models with many independent factors with different, unrestricted distributions.

Our estimator generalizes the one proposed in another important paper by Li and Vuong (1998). Li and Vuong consider the same basic setup as Horowitz and Markatou, with repeated measurements and independent errors. They allow measurement errors to display different, possibly asymmetric, distributions. Their estimator of the densities of the common factor and the independent errors builds on an identification result due to Kotlarski (1967) (also stated by P. Rao, 1992, p. 21).

Székely and C. R. Rao (2000) generalize Kotlarski's identification result to the general case of linear multi-factor models $Y = AX$ with known $A$ and unrestricted, independent unobserved factors $X$. They show that the $L(L + 1)/2$ second-order partial derivatives of the characteristic function of $Y$ deliver a system of functional identifying restrictions allowing to identify a maximal number of $K = L(L + 1)/2$ factors. Our estimator is based on this system of identifying restrictions, replacing the characteristic function of the vector of measurements by an empirical analog, and using a smoothing kernel with trimming. Our estimator requires no optimization, unlike parametric approaches. Moreover, we provide a simple method to choose the trimming parameter, inspired by the "plug-in" method proposed in Delaigle and Gijbels (2004).

We compute upper bounds to the rate of uniform convergence of the estimator, as is usual in the deconvolution literature. However, we depart from most of the previous literature, and in particular from Li and Vuong (1998), by allowing the supports of factor distributions to be unbounded. The rate of convergence of our estimator depends crucially on the smoothness of factor distributions, and may be very slow. When the characteristic function of the factor of interest has fatter tails than the characteristic functions of other factors, the rate may be logarithmic in $N$. These slow rates of convergence do not indicate a flaw in our approach but are instead a fundamental property of nonparametric deconvolution estimators. Indeed, logarithmic rates are the best convergence rates that

---

4These extensions are developed in Horowitz (1998, p. 125-136).
5Li and Vuong's estimator has been used by Li et al. (2000) in the context of a structural auction model, and in Li (2002) in a nonlinear errors-in-variables model. Hall and Yao (2003) proposed an estimator that is closely related to Li and Vuong (1998). Related methods have been used by Schennach (2004a, 2004b) in the context of nonlinear regression and nonparametric regression, respectively, when the regressors are measured with error, and by Hu and Ridder (2007) in order to deal with measurement error when marginal information is available.
can be attained in some circumstances (Carroll and Hall, 1988, Fan, 1991).

Despite the slow asymptotic rates of convergence, Monte Carlo simulations are encouraging. When the true factor distributions are normal or Laplace, we find moderate biases and tight confidence bands. Interestingly, our generalized deconvolution estimator has the same finite-sample bias and variance as a standard deconvolution estimator assuming that all factor densities are known except the one to be estimated. Moreover, it achieves comparable finite-sample performance to the estimators of Horowitz and Markatou (1996) and Li and Vuong (1998) in the basic setup with two measurements. We also find that the shape of factor distributions strongly influences the performance of the estimator. In particular, the estimation of factor distributions is more difficult when these distributions are skewed or leptokurtic.

We apply our methodology to individual earnings data from the PSID. We model the residuals of log earnings on individual covariates as the sum of an individual effect, a random walk and a white noise, and estimate the distributions of innovations from first differences, instead of earnings levels as in Horowitz and Markatou (1996). Our results show that both shocks exhibit more kurtosis than the normal distribution. We use the model to analyze the respective roles of permanent and transitory shocks in earnings mobility, and to correlate the variance of earnings shocks to job mobility. In particular, we find that frequent job changers face more permanent and more transitory earnings shocks than job stayers.

The outline of the paper is as follows. Section 2 presents the model and assumptions. In Section 3, we provide a simple proof of the identification result in Székely and Rao (2000), that we use in Section 4 to construct an estimator of factor densities. In Section 5, we prove the consistency of the estimator and discuss convergence speed. Sections 6 display Monte Carlo simulations. Section 7 presents an application to earnings dynamics. Section 8 concludes.

2 Model and assumptions

2.1 Model

The main features of the model are summarized in the following assumption ($A^T$ denotes the matrix transpose of matrix $A$):

---

Note that Horowitz and Markatou assume independent shocks with identical symmetric distributions. As they use CPS data, which is a two-year panel, possibilities for identifying complex error-component models are extremely limited.
**Assumption A1** We consider the following basic setup:

1. \( X_n = (X_{n1}, ..., X_{nK})^T, n = 1, ..., N, \) are \( N \) independent copies of a vector \( X = (X_1, ..., X_K)^T \) of \( K \) real valued, mutually independent, and non degenerate random variables, with zero mean and finite variances. Vectors \( X_1, ..., X_N \) are unobserved to the econometrician and are called factors.

2. \( Y_n = (Y_{n1}, ..., Y_{nL})^T, n = 1, ..., N, \) are \( N \) independent copies of a vector \( Y = (Y_1, ..., Y_L)^T \) with zero mean. Vectors \( Y_1, ..., Y_N \) are observed and are called measurements.

3. \( Y = AX, \) where \( A = [a_{ik}] \) is a known \( L \times K \) matrix of scalar parameters and any two columns of \( A \) are linearly independent.

**Remark 1.** It is usual to denote as \( U \) instead of \( X \) a factor variable that appears in only one equation (an error).

**Remark 2.** Measurements are demeaned. Obviously, factor distributions are only identified up to a location parameter. We therefore normalize the factor means to 0.

**Remark 3.** Assuming that factors have finite variances implies that the characteristic functions of factors \( X_k \) are twice differentiable (Lukacs, 1970, Theorem 2.3.1.). This property is instrumental in the construction of the characteristic functions of factors from that of the vector of measurements. However, it is not a necessary condition for identification, as shown by Székely and Rao (2000).

**Remark 4.** We assume that factor loadings are known to the researcher. Alternatively, one could assume that a root-\( N \) consistent estimator of \( A \) is available. The asymptotic results derived in this paper would remain unchanged, as we find convergence rates of density estimators that are slower than root-\( N \).

With \( K \leq L \), the distribution of \( X \) is trivially identified as that of \( A^{-1}Y \), where \( A^{-1} \) is a pseudo inverse of \( A \). The aim of this paper is to propose a general method to estimate the distributions of factors when there are more factors than measurements \( (K > L) \). This situation arises naturally if there are \( L \) common factors and \( L \) errors, as in standard factor analysis.

The empirical application that we shall later consider deals with earnings dynamics. The standard model assumes that log earnings residuals can be decomposed into a fixed
effect, a persistent component and a transitory component (e.g., Hall and Mishkin, 1982, Abowd and Card, 1989):

\[
\begin{align*}
    w_{nt} &= f_n + y^P_{nt} + y^T_{nt}, \quad n = 1, \ldots, N, \quad t = 1, \ldots, T, \\
    y^P_{nt} &= y^P_{nt-1} + \varepsilon_{nt}, \quad t \geq 2, \\
    y^T_{nt} &= \eta_{nt}, \\
    \eta_{n1} &= \eta_{nT} = 0,
\end{align*}
\]

where \( w_{nt} \) is the residual of a regression of individual log earnings on a set of strictly exogenous regressors,\(^7 \) \( f_n \) is the fixed effect, \( y^P_{nt} \) is the persistent component, usually modelled as a random walk, and \( y^T_{nt} \) is the transitory shock/measurement error, modelled as a white noise. Innovations \( \varepsilon_{nt} \) and \( \eta_{nt} \) are mutually independent and independent over time.

The model considered in Horowitz and Markatou (1996) is a simplified version of model (1)-(4), without the permanent component (\( \varepsilon_{nt} = 0 \)), and with i.i.d. transitory shocks \( \eta_{nt} \), which in addition are assumed symmetrically distributed.

Unlike Horowitz and Markatou (1996), we shall not attempt to estimate the distribution of the fixed effect \( f_n \). The existence of an autoregressive component makes earnings levels depend on an initial condition that may be correlated with \( f_n \). As is usual in the literature on earnings dynamics (e.g., Abowd and Card, 1989, Meghir and Pistaferri, 2004), we instead difference out unobserved individual fixed effects. For example, setting \( T = 4 \) to simplify the presentation:

\[
\begin{pmatrix}
    w_{n2} - w_{n1} \\
    w_{n3} - w_{n2} \\
    w_{n4} - w_{n3}
\end{pmatrix}
= \begin{pmatrix}
    1 & 0 \\
    -1 & 1 \\
    0 & -1
\end{pmatrix}
\begin{pmatrix}
    \eta_{n2} \\
    \eta_{n3}
\end{pmatrix}
+ \begin{pmatrix}
    \varepsilon_{n2} \\
    \varepsilon_{n3} \\
    \varepsilon_{n4}
\end{pmatrix}.
\]

This model satisfies our setup with \( L = T - 1 = 3, \ K = 2T - 3 = 5 \), and

\[
\begin{align*}
    \mathbf{Y}_n &= (w_{n2} - w_{n1}, w_{n3} - w_{n2}, w_{n4} - w_{n3})^T, \\
    \mathbf{X}_n &= (\eta_{n2}, \eta_{n3}, \varepsilon_{n2}, \varepsilon_{n3}, \varepsilon_{n4})^T, \\
    \mathbf{A} &= \begin{pmatrix}
    1 & 0 & 1 & 0 & 0 \\
    -1 & 1 & 0 & 1 & 0 \\
    0 & -1 & 0 & 0 & 1
\end{pmatrix}.
\end{align*}
\]

Most of the literature on earnings dynamics focuses on estimating the variances of permanent and transitory shocks in models similar to this one. In comparison, we here

\(^7\)See Horowitz and Markatou (1996) for a formal treatment of cases where the dependent variable is the residual of a prior regression. Their analysis supposes strictly exogenous and bounded regressors, and root-\(N \) consistent estimates of the regression coefficients.
address the more difficult task of nonparametrically estimating the full distributions of these shocks.

2.2 Assumptions

Given the assumptions of linearity and independence, it will be convenient to work with characteristic functions. We make the following additional assumption.

**Assumption A2** The characteristic functions of factor variables $X_1, \ldots, X_K$ have no real zeros.

This assumption is very common in the literature on nonparametric deconvolution (see Schennach, 2004a, and references therein). The characteristic functions may have complex zeros if factors have bounded support. Real zeros arise in the case of symmetric, bounded distributions, such as the uniform.

Next, let $A_k$ denote the $k$th column of matrix $A$, for $k \in \{1, \ldots, K\}$. Then,

$$ Y = AX = \sum_{k=1}^{K} A_k X_k, $$

and the variance-covariance matrix of $Y$ is thus

$$ \text{Var}(Y) = A \text{Var}(X) A^T = \sum_{k=1}^{K} \text{Var}(X_k) A_k A_k^T, $$

(6)

as factors are independent, hence uncorrelated.

Let $\text{vech}$ be the matrix operator that acts on symmetric matrices like the standard $\text{vec}$ operator except that it only selects the components below or on the diagonal. For example, if $B = [b_{ij}]$ is $3 \times 3$ symmetric:

$$ \text{vec}(B) = (b_{11}, b_{12}, b_{13}, b_{12}, b_{23}, b_{23}, b_{33}), $$

$$ \text{vech}(B) = (b_{11}, b_{12}, b_{13}, b_{22}, b_{23}, b_{33}). $$

As $\text{Var}(Y)$ is symmetric, one can reexpress the set of second-order restrictions in (6) as

$$ \text{vech}(\text{Var}(Y)) = \sum_{k=1}^{K} \text{Var}(X_k) \text{vech}(A_k A_k^T) $$

(7)

$$ = Q \begin{pmatrix} \text{Var}(X_1) \\ \vdots \\ \text{Var}(X_K) \end{pmatrix}, $$

6
where

\[ Q = [\text{vech} (A_1 A_1^T), \ldots, \text{vech} (A_K A_K^T)] . \]

Matrix \( Q \) has \( L(L + 1)/2 \) rows and \( K \) columns. A generic row is \([a_{\ell 1} a_{m 1}, \ldots, a_{\ell K} a_{m K}] \) for \( \ell, m = 1, \ldots, L, \ell \leq m \).

Given \( A \), factor variances are obviously identifiable only if the following assumption holds true.

**Assumption A3** Matrix \( Q \) has full column rank \( K \leq L(L + 1)/2 \).

Note that \( Q \) could have rank less than \( K \) if two columns of \( A \) were proportional, a case that is ruled out by Assumption A1. Also, it is easily seen that Assumption A3 is equivalent to assuming that:

\[ \text{rank} ([A_1 \otimes A_1, \ldots, A_K \otimes A_K]) = K, \]

where \( \otimes \) denotes the Kronecker product, and where matrix \([A_1 \otimes A_1, \ldots, A_K \otimes A_K]\) is sometimes referred to as the Kathri-Rao matrix product of \( A \) by itself (Kathri and C. R. Rao, 1968).

### 2.3 Examples

**Example 1: The classical measurement error model.**

\[
\begin{align*}
Y_1 &= \alpha X + U_1, \\
Y_2 &= X + U_2,
\end{align*}
\]  

\[ (8) \]

has

\[
\begin{align*}
Y &= (Y_1, Y_2)^T, \\
X &= (X, U_1, U_2)^T, \\
A &= \begin{pmatrix} \alpha & 1 & 0 \\
1 & 0 & 1 \end{pmatrix}, \\
Q &= \begin{pmatrix} \alpha^2 & 1 & 0 \\
\alpha & 0 & 0 \\
1 & 0 & 1 \end{pmatrix}.
\end{align*}
\]

So \( Q \) has full rank 3 unless \( \alpha = 0 \), in which case the first and third columns of \( A \) are identical. The identification of \( \alpha \) in model (8) was studied in Reiersol (1950).

**Example 2: A simple spatial model.**

\[
\begin{align*}
Y_1 &= X_1 + \rho X_2 + \rho X_3 + U_1, \\
Y_2 &= \rho X_1 + X_2 + \rho X_3 + U_2, \\
Y_3 &= \rho X_1 + \rho X_2 + X_3 + U_3,
\end{align*}
\]  

\[ (9) \]
has

\[ \begin{align*}
Y &= (Y_1, Y_2, Y_3)^T, \quad X = (X_1, X_2, X_3, U_1, U_2, U_3)^T, \\
A &= \begin{pmatrix}
1 & \rho & \rho & 1 & 0 & 0 \\
\rho & 1 & \rho & 0 & 1 & 0 \\
\rho & \rho & 1 & 0 & 0 & 1
\end{pmatrix}, \quad Q = \begin{pmatrix}
1 & \rho^2 & \rho^2 & 1 & 0 & 0 \\
\rho & \rho & \rho^2 & 0 & 0 & 0 \\
\rho & \rho^2 & \rho & 0 & 0 & 0 \\
\rho^2 & 1 & \rho^2 & 0 & 1 & 0 \\
\rho^2 & \rho & \rho & 0 & 0 & 0 \\
\rho^2 & \rho^2 & 1 & 0 & 0 & 1
\end{pmatrix}.
\end{align*} \]

One verifies that \( Q \) has rank 6 unless \( \rho \in \{-2,0,1\} \). If \( \rho = 0 \) or \( \rho = 1 \) then some columns of \( A \) are proportional, so \( Q \) does not have full column rank. If \( \rho = -2 \), \( Q \) has rank strictly less than \( K = 6 \), although any two columns of \( A \) are linearly independent.

3 Identification of factor distributions

In this section, we derive the identifying restrictions that will be used for estimation in the next section. A sketch of the arguments below can be found in Székely and Rao (2000, remark 6, p. 200).

3.1 Notation

Let us denote the characteristic function (c.f.) of \( X_k \) as

\begin{align*}
\varphi_{X_k}(\tau) &= \mathbb{E}(e^{i\tau X_k}), \quad \tau \in \mathbb{R}, \\
&= \int e^{i\tau x} f_{X_k}(x) \, dx, \quad \tau \in \mathbb{R},
\end{align*}

where \( f_{X_k} \) is the probability density function (p.d.f.) of \( X_k \), and \( i = \sqrt{-1} \).

As previously noted, \( X_k \) having finite variance, \( \varphi_{X_k} \) is well defined and everywhere twice differentiable. Moreover, as \( \varphi_{X_k} \) is nowhere vanishing, the cumulant generating function (c.g.f.) of \( X_k \), i.e. the logarithm of its characteristic function, is also well defined and everywhere twice differentiable.\(^8\) We denote the c.g.f. of \( X_k \) as

\[ \kappa_{X_k}(\tau) = \ln \varphi_{X_k}(\tau), \quad \tau \in \mathbb{R}, \]

\[ = \ln \left[ \mathbb{E}(e^{i\tau X_k}) \right], \quad \tau \in \mathbb{R}. \]

The density is uniquely determined by the characteristic function by the inverse Fourier transformation (for \( x \) in the support of \( X_k \)):

\[ f_{X_k}(x) = \frac{1}{2\pi} \int e^{-i\tau x} \varphi_{X_k}(\tau) \, d\tau. \quad (10) \]

\(^8\)Note that, for identification, it suffices to assume that the set of zeros of factor c.f.’s is Lebesgue-negligible, see e.g. Carrasco and Florens (2007).
In particular, it follows from (10) that if the c.f. of $X_k$ is identified, then its p.d.f. is also identified.

We similarly denote the multivariate c.f. and c.g.f. of $Y$, which are functions that map $\mathbb{R}^L$ into the complex plane, as

$$
\varphi_Y(t) \equiv \mathbb{E}\left(e^{it^TY}\right), \ t \in \mathbb{R}^L,
$$

$$
\kappa_Y(t) \equiv \ln \left[ \mathbb{E}\left(e^{it^TY}\right) \right], \ t \in \mathbb{R}^L.
$$

We will make extensive use of the derivatives of $\kappa_Y$. Let $\partial_{t_k} \kappa_Y(t)$ denote the $\ell$th partial derivative of $\kappa_Y(t)$, and $\partial_{t_k t_m}^2 \kappa_Y(t)$ the second-order partial derivative of $\kappa_Y(t)$ with respect to $t_k$ and $t_m$. We also denote as $\nabla \kappa_Y(t) = [\partial_{t_k} \kappa_Y(t)]$ the gradient vector, and as $\nabla \nabla^T \kappa_Y(t) = [\partial_{t_k t_m}^2 \kappa_Y(t)]$ the Hessian matrix.

### 3.2 Identifying restrictions

Because of a well-known property of characteristic functions, the c.g.f. of a linear combination of independent random variables is equal to the same linear combination of their c.g.f.’s. Specifically, as factors are assumed mutually independent, for all $t = (t_1, \ldots, t_L) \in \mathbb{R}^L,$

$$
\kappa_Y(t) = \sum_{k=1}^{K} \kappa_{X_k}^\prime (t^T A_k).
$$

First-differentiating equation (11) yields:

$$
\nabla \kappa_Y(t) = \sum_{k=1}^{K} \kappa_{X_k}^\prime (t^T A_k) A_k.
$$

If $K > L$ there are more functions $\kappa_{X_k}^\prime$ than partial derivatives $\partial_{t_k} \kappa_Y$. To obtain an invertible system, we differentiate once more:

$$
\nabla \nabla^T \kappa_Y(t) = \sum_{k=1}^{K} \kappa_{X_k}^{\prime\prime} (t^T A_k) A_k A_k^T.
$$

As $\nabla \nabla^T \kappa_Y(t)$ is symmetric, we may as well rewrite this set of restrictions as

$$
\text{vech} \left( \nabla \nabla^T \kappa_Y(t) \right) = \sum_{k=1}^{K} \kappa_{X_k}^{\prime\prime} (t^T A_k) \text{vech} \left( A_k A_k^T \right)
$$

$$
= Q \begin{pmatrix}
\kappa_{X_1}^{\prime\prime} (t^T A_1) \\
\vdots \\
\kappa_{X_K}^{\prime\prime} (t^T A_K)
\end{pmatrix}.
$$

(12)
Note that, evaluated at $t = 0$, equation (12) yields the covariance restrictions (7). The independence assumption on factor variables, which is more restrictive than uncorrelatedness, yields many more restrictions on factor c.g.f.'s, one for each value of $t \in \mathbb{R}^L$.

Equation (12) shows that, if $Q$ has full column rank (Assumption A3) and if factors are independent and not only uncorrelated, the second derivatives of the c.g.f.'s of factor variables are identified. Namely, inverting (12), we obtain

$$
\left( \begin{array}{c}
\kappa''_{X_1} (t^T A_1) \\
\vdots \\
\kappa''_{X_K} (t^T A_K)
\end{array} \right) = Q^- \text{vech} \left( \nabla \nabla^T \kappa_X (t) \right),
$$

where $Q^-$ is a pseudo inverse of $Q$, e.g. $Q^- = (Q^T Q)^{-1} Q^T$.

Let $\tau \in \mathbb{R}$, and let $k \in \{1, \ldots, K\}$. System (13) offers many overidentifying restrictions for $\kappa''_{X_k}(\tau)$. Indeed, there are many ways to choose $t$ such that $t^T A_k = \tau$. A possible choice is to take $t = \frac{\tau A_k}{A_k^T A_k}$. We will provide a motivation for this choice based on asymptotic arguments in Section 5. We shall refer to $A_k$ as our “preferred direction of integration”. However, this direction is by no means unique. Any choice of $t = \frac{\tau \theta}{\theta^T A_k}$, for $\theta \in \mathbb{R}^L \setminus \{0\}$, will also work.

Let $Q_k^-$ denote the $k$th row of $Q^-$. For any direction $\theta \in \mathbb{R}^L \setminus \{0\}$ and $\tau \in \mathbb{R}$,

$$
\kappa''_{X_k}(\tau) = Q_k^- \text{vech} \left( \nabla \nabla^T \kappa_X \left( \frac{\tau \theta}{\theta^T A_k} \right) \right).
$$

The c.g.f. of $X_k$ then follows by integrating twice this equation. Two constants of integrations are readily available: $\kappa'_{X_k}(0) = i \mathbb{E} X_k = 0$, as factors have zero means, and $\kappa_{X_k}(0) = 0$, because a c.f. is equal to one at zero. Hence,

$$
\kappa_{X_k}(\tau) = \int^\tau_0 \int^\tau_0 Q_k^- \text{vech} \left( \nabla \nabla^T \kappa_X \left( \frac{v \theta}{\theta^T A_k} \right) \right) d\nu d\nu.
$$

Equation (14) can be used for estimating factor characteristic functions and densities, as we explain in the next section.

### 3.3 Example 1: The measurement error model

In the case of model (8), we have:

$$
\kappa_Y (t_1, t_2) = \kappa_X (\alpha t_1 + t_2) + \kappa_U_1 (t_1) + \kappa_U_2 (t_2),
$$

and

$$
\text{vech} \left( \nabla \nabla^T \kappa_Y (t) \right) = \begin{pmatrix}
\frac{\partial^2 \kappa_Y (t_1, t_2)}{\partial_{11}} \\
\frac{\partial^2 \kappa_Y (t_1, t_2)}{\partial_{12}} \\
\frac{\partial^2 \kappa_Y (t_1, t_2)}{\partial_{22}}
\end{pmatrix} = \begin{pmatrix}
\alpha^2 & 1 & 0 \\
\alpha & 0 & 0 \\
1 & 0 & 1
\end{pmatrix} \begin{pmatrix}
\kappa''_X (\alpha t_1 + t_2) \\
\kappa''_{U_1} (t_1) \\
\kappa''_{U_2} (t_2)
\end{pmatrix}.
$$
This yields:
\[
\begin{pmatrix}
\kappa_X''(\alpha t_1 + t_2) \\
\kappa_{Y_1}'(t_1) \\
\kappa_{Y_2}'(t_2)
\end{pmatrix} =
\begin{pmatrix}
0 & \alpha^{-1} & 0 \\
1 & -\alpha & 0 \\
0 & -\alpha^{-1} & 1
\end{pmatrix}
\begin{pmatrix}
\partial^2_{11} \kappa_Y(t_1, t_2) \\
\partial^2_{12} \kappa_Y(t_1, t_2) \\
\partial^2_{22} \kappa_Y(t_1, t_2)
\end{pmatrix}.
\]  
(15)

**The common factor.** Let us set $\alpha = 1$ for comparability with previous results in the literature. Then, $\frac{A_1}{A_Y A_1} = \left( \frac{1}{2}, \frac{1}{2} \right)^T$ and $\kappa_X(\tau)$ can be thus represented as:
\[
\kappa_X(\tau) = \int_0^\tau \int_0^u \partial^2_{12} \kappa_Y \left( \frac{v}{2}, \frac{u}{2} \right) dvdu.
\]  
(16)

Alternatively, using $\theta = (0, 1)$ as direction of integration yields:
\[
\kappa_X(\tau) = \int_0^\tau \int_0^u \partial^2_{12} \kappa_Y (0, u) dvdu = \int_0^\tau \partial_1 \kappa_Y (0, u) du.
\]  
(17)

This is the expression used in Li and Vuong (1998) and Schennach (2004a, 2004b), which requires only one single differentiation and integration. However, it is not true in general that the double integral in (14) can be simplified into a simple integral by using an appropriate direction of integration, as Example 2 below will show.

Remark that, for any $\alpha$, our preferred direction of integration is $A_1 = (\alpha, 1)^T$. So, when $|\alpha|$ gets larger, $Y_1$ contributes more to $\kappa_X$ relative to $Y_2$. This makes intuitive sense, as $Y_1$ becomes more informative about $X$.

**Errors.** For $U_1$, $\frac{A_{U_1} A_{Y_2}}{A_{Y_2} A_2} = (1, 0)^T$, and
\[
\kappa_{U_1}(\tau) = \int_0^\tau \int_0^u \left( \partial^2_{11} - \partial^2_{12} \right) \kappa_Y (v, 0) dvdu = \kappa_Y(\tau, 0) - \int_0^\tau \partial_2 \kappa_Y (u, 0) du = \kappa_{Y_1}(\tau) - \int_0^\tau \partial_2 \kappa_Y (u, 0) du.
\]  
(18)

Li and Vuong use a slightly different formula:
\[
\kappa_{U_1}(\tau) = \kappa_{Y_1}(\tau) - \int_0^\tau \partial_1 \kappa_Y (0, u) du.
\]  
(19)

### 3.4 Example 2: The spatial model

We then reconsider the case of model (9). We obtain, for the first factor:
\[
\kappa''_X(t_1 + \rho t_2 + \rho t_3) = \frac{\partial^2_{12} + \partial^2_{13} - (\rho + 1) \partial^2_{23}}{(1 - \rho) (\rho + 2) \rho} \kappa_X(t_1, t_2, t_3),
\]
and, for the first error:
\[
\kappa_{\nu_1}^t(t_1) = \frac{\partial^2_{11} - (\rho + \rho^2 + 1)(\partial^2_{12} + \partial^2_{13}) + (2\rho + 1)\partial^2_{23}}{(\rho + 2)\rho} \kappa_Y(t_1, t_2, t_3).
\]

Set \(t_1 = \tau - \rho t_2 - \rho t_3\). Then,
\[
\kappa_{X_1}(\tau) = \int_0^\tau \int_0^u \left[ \frac{\partial^2_{12} + \partial^2_{13} - (\rho + 1)\partial^2_{23}}{(1 - \rho)(\rho + 2)\rho} \kappa_Y(v - \rho t_2 - \rho t_3, t_2, t_3) \right] dvdu.
\]

One easily verifies that, even when \(t_2 = t_3 = 0\), the double integral does not simplify to a single integral.

Lastly, in this example our preferred solution is
\[
\kappa_{X_1}(\tau) = \int_0^\tau \int_0^u \left[ \frac{\partial^2_{12} + \partial^2_{13} - (\rho + 1)\partial^2_{23}}{(1 - \rho)(\rho + 2)\rho} \kappa_Y \left( v - \rho t_2 - \rho t_3, t_2, t_3 \right) \right] dvdu.
\]

Here also, this solution has intuitive appeal when \(|\rho|\) increases.

## 4 Estimation

We here introduce our estimator of factor densities. Asymptotic theory is in the next section.

### 4.1 Characteristic functions

Given an i.i.d. sample \(\{Y_1, \ldots, Y_N\}\) of size \(N\), with \(Y_n = (Y_{n1}, \ldots, Y_{nL})^T\), we first estimate \(\kappa_Y\) and its derivatives by empirical analogs, replacing mathematical expectations by arithmetic means:
\[
\hat{\kappa}_Y(t) = \ln \left( \mathbb{E}_N \left[ e^{it^T Y} \right] \right),
\]
\[
\hat{\partial_t \kappa}_Y(t) = i \frac{\mathbb{E}_N \left[ Y_t e^{it^T Y} \right]}{\mathbb{E}_N \left[ e^{it^T Y} \right]} = \partial_t \hat{\kappa}_Y(t),
\]
and
\[
\hat{\partial_{tm} \kappa}_Y(t) = - \frac{\mathbb{E}_N \left[ Y_t Y_m e^{it^T Y} \right]}{\mathbb{E}_N \left[ e^{it^T Y} \right]} + \frac{\mathbb{E}_N \left[ Y_t e^{it^T Y} \right] \mathbb{E}_N \left[ Y_m e^{it^T Y} \right]}{\mathbb{E}_N \left[ e^{it^T Y} \right]^2} = \partial^2_{tm} \hat{\kappa}_Y(t),
\]
where \(\mathbb{E}_N\) denotes the empirical expectation operator: \(\mathbb{E}_N g(Y) = \frac{1}{N} \sum_{n=1}^N g(Y_n)\). For example:
\[
\exp(\hat{\kappa}_Y(t)) = \frac{1}{N} \sum_{n=1}^N e^{it^T Y_n}, \quad t \in \mathbb{R}^L,
\]
is the empirical characteristic function of \(Y\).
Then, for any \( \theta \in \mathbb{R}^k \) (the direction of integration), we estimate factor cumulant generating functions as:

\[
\hat{\kappa}_{X_k}(\tau) = \int_0^\tau \int_0^u Q_k^{-} \text{vech} \left[ \nabla \nabla^T \hat{\kappa}_Y \left( \frac{v\theta}{\theta^TA_k} \right) \right] dvdu, \quad \tau \in \mathbb{R}.
\]

Equivalently, the characteristic function of \( X_k \) is estimated as

\[
\hat{\varphi}_{X_k}(\tau) = \exp \left( \int_0^\tau \int_0^u Q_k^{-} \text{vech} \left[ \nabla \nabla^T \hat{\kappa}_Y \left( \frac{v\theta}{\theta^TA_k} \right) \right] dvdu \right), \quad \tau \in \mathbb{R}.
\]

Our estimator of \( \varphi_{X_k} \) depends on the direction of integration \( \theta \). We suggest to choose \( \theta = A_k \) (our preferred choice). More generally, it is possible to average various alternative estimators over a distribution \( W \) of \( \theta \)'s:

\[
\hat{\varphi}_{X_k}(\tau) = \exp \left( \int_0^\tau \int_0^u Q_k^{-} \text{vech} \left[ \int \nabla \nabla^T \hat{\kappa}_Y \left( \frac{v\theta}{\theta^TA_k} \right) dW(\theta) \right] dvdu \right). \tag{22}
\]

In the Monte-Carlo section, we will show the performance of an estimator based on \( W = \sum_j \delta_{\theta_j} \), where the \( \theta_j \)'s are drawn from \( \mathcal{N}(A_k, \sigma^2 I_L) \) for some \( \sigma \).

### 4.2 Density functions

The probability distribution function (p.d.f.) of \( X_k \) is obtained from its characteristic function by the inverse Fourier transformation (10). However, it is well-known that the integral in (10) does not converge when the characteristic function is replaced by its empirical analog, using \( \hat{\varphi}_{X_k} \) instead of \( \varphi_{X_k} \) (e.g., Horowitz, 1998, p. 104).

To ensure convergence we truncate the integral on a compact interval \([-T_N, T_N]\), where \( T_N \) tends to infinity with the sample size \( N \) at a rate that will be discussed in the next section. The p.d.f. of \( X_k \) is then estimated as

\[
\hat{\varphi}_{X_k}(x) = \frac{1}{2\pi} \int \varphi_H \left( \frac{\tau}{T_N} \right) e^{-i\tau x} \hat{\varphi}_{X_k}(\tau) d\tau, \tag{23}
\]

where \( \hat{\varphi}_{X_k}(\tau) \) is given by (22). In equation (23), \( \varphi_H \) is a function supported on \([-1, 1]\) that is the Fourier transform of a kernel \( H \) of even order: \( \varphi_H(u) = \int e^{iuw}H(v)dv \).\(^9\)

The kernel \( H \) allows to smooth the estimation of the density, especially in the tails. We shall use the second-order kernel

\[
H_2(v) = \frac{48 \cos(x)}{\pi x^4} \left( 1 - \frac{15}{x^2} \right) - \frac{144 \sin(x)}{\pi x^5} \left( 2 - \frac{5}{x^2} \right),
\]

which corresponds to:

\[
\varphi_{H_2}(u) = (1 - u^2)^3 \cdot 1\{u \in [-1, 1]\}.
\]

---

\(^9\)A kernel of order \( q \) is a function \( H \), not necessarily nonnegative, such that \( v^kH(v) \) is integrable for all \( k \leq q \), \( \int v^kH(v)dv = 0 \) for all \( k \leq q - 1 \), and \( \int v^qH(v)dv \neq 0 \). See, e.g., P. Rao (1983), p. 40.
The second-order kernel $H_2$ has often been used in the deconvolution literature (see, e.g., Delaigle and Gijbels, 2002, and references therein). Higher-order kernels may also be used in place of $H_2$, such as the infinite-order kernel $H_\infty(v) = \sin(v)/v$ used in Li and Vuong (1998), that yields $\varphi_{H_\infty}(u) = 1\{u \in [-1, 1]\}$. Higher-order kernels reduce the bias of the density estimate at the cost of higher variance.

**Numerical issues.** Computing the density estimator $\hat{f}_{X_k}$ in practice requires integrating three times: twice to recover the cumulant generating function of $X_k$, and once to perform the inverse Fourier transformation. It is well-known that usual fast integration techniques such as Romberg’s method may give very misleading results when computing the inverse Fourier transform, because the function to integrate is strongly oscillating (Delaigle and Gijbels, 2007). For this reason, we use as integration method the slow but reliable trapezoid rule, with a large number of nodes. In our experiments, using 200 equidistant nodes (over the interval $[-T_N, T_N]$, where the choice of $T_N$ will be discussed below) gave very good approximations.

In addition, our estimator of the characteristic function of $X_k$ given by (21) or (22) does not guarantee that $|\hat{\varphi}_{X_k}|$ is less than one, as a proper c.f. should be. In practice, we suggest to set $\hat{\varphi}_{X_k}(\tau) = 0$ whenever $|\hat{\varphi}_{X_k}(\tau)| > 1.1$.

# 5 Asymptotic theory

In this section, we study the asymptotic properties of the estimator and show that $\hat{f}_{X_k}$ given by (23) is a uniformly consistent estimator of $f_{X_k}$, for all $k = 1, ..., K$. All mathematical proofs are in the appendix.

The study of the asymptotic properties of our estimator is in two steps. First, we characterize the properties of the estimator of factor characteristic functions $\hat{\varphi}_{X_k}(\tau)$. Then, we study their inverse Fourier transforms, that is the density estimators $\hat{f}_{X_k}$.

We characterize upper bounds to the rates of uniform convergence of the estimators. Besides providing sufficient conditions for consistency, this asymptotic analysis is useful to understand the properties of factor distributions which improve convergence. Moreover, it will allow us to motivate our preferred direction of integration.

## 5.1 Characteristic functions

The c.f. estimator $\hat{\varphi}_{X_k}$ involves means of functions of measurements of the form $e^{t^TY}$, $Y_t e^{T^t Y}$, or $Y_t Y_m e^{t^T Y}$. Because $\hat{\varphi}_{X_k}(\tau)$ is then obtained by integration over $t$, a uniform
consistency result is needed for \( \mathbb{E}_N e^{\mathbf{t}^T \mathbf{Y}} \), \( \mathbb{E}_N Y_t e^{\mathbf{t}^T \mathbf{Y}} \), and \( \mathbb{E}_N Y_t Y_m e^{\mathbf{t}^T \mathbf{Y}} \). The next lemma extends Horowitz and Markatou’s Lemma 1, that deals with \( \mathbb{E}_N e^{\mathbf{t}^T \mathbf{Y}} \), to empirical means of \( Y_t e^{\mathbf{t}^T \mathbf{Y}} \) or \( Y_t Y_m e^{\mathbf{t}^T \mathbf{Y}} \).

Li and Vuong (1998)\(^{10}\) assume that factor distributions have bounded support. This may be quite restrictive in some cases, as in the case of earnings data which display particularly wide ranges of values. Here we relax this assumption and allow for unbounded support.

For any vector \( \mathbf{t} = (t_1, \ldots, t_L)^T \in \mathbb{R}^L \) \((L \geq 1)\), we use the sup norm: \( |\mathbf{t}| = \max_{\ell} |t_\ell| \).

**Lemma 1** Let \( X \) be a scalar random variable and let \( \mathbf{Y} \) be a vector of \( L \) random variables. Define \( \mathbf{Z} = (X, \mathbf{Y}^T)^T \). Let \( F \) denote the c.d.f. of \( \mathbf{Z} \) (\( \mathbb{E} \) denotes the corresponding expectation operator) and let \( F_N \) (resp. \( \mathbb{E}_N \)) denote the empirical c.d.f. (resp. mean) corresponding to a sample \( \mathbf{Z}_N \equiv (Z_1, \ldots, Z_N) \) of \( N \) i.i.d. draws from \( F \). Assume that the moment generating functions of \( X^2 \) and \( \mathbb{E} \mathbf{Y} \) exist in some neighborhood of 0. Define \( f_\mathbf{t}(x, \mathbf{y}) = x e^{\mathbf{t}^T \mathbf{y}} \), for \( \mathbf{t} \in \mathbb{R}^L \). Then,

\[
\sup_{|\mathbf{t}| \leq T_N} |\mathbb{E}_N f_\mathbf{t} - \mathbb{E} f_\mathbf{t}| = O(\varepsilon_N) \text{ a.s.}
\]

if \( T_N \) and \( \varepsilon_N \) are chosen such that

\[
T_N = B N^{\frac{1}{4}}, \quad B, \delta > 0,
\]

\[
\varepsilon_N = A \frac{\ln N}{\sqrt{N}}, \quad A > 8 \sqrt{2 + L(1 + \delta)}.
\]

Lemma 1 shows that \((\sqrt{N}/\ln N)\) is an upper bound to the rate of convergence on \([-T_N, T_N]\), provided that \( T_N \) does not grow faster than some power of \( N \). The proof requires that the moment generating functions (m.g.f.) of \( X^2 \) and \( \mathbb{E} \mathbf{Y} \) exist in some neighborhood of the origin. This implies in particular that every moment of \( X^2 \) and \( \mathbb{E} \mathbf{Y} \) is finite. This is a restrictive assumption, which could be relaxed by assuming the existence of the first \( J \geq 2 \) moments of \( |X| \) and \( \mathbb{E} \mathbf{Y} \), at the cost of a lower rate of convergence in Lemma 1.\(^{11}\)

Remark also that existence of the moment generating function is less restrictive than assuming that factors have bounded support. Under this assumption, Li and Vuong

\(^{10}\)Horowitz and Markatou (1996) do not assume support boundedness. However, as pointed out by Hu and Ridder (2008), their reference (p. 164) to theorem 2.37 of Pollard (1984) is inexact, and support boundedness is implicitly needed.

\(^{11}\)When only the existence of the first \( J \geq 2 \) moments of \( |X| \) and \( \mathbb{E} \mathbf{Y} \) is assumed, a strict upper bound to the rate of convergence in Lemma 1 is given by: \( N^{1 - \frac{1}{2J}} \).
(1998) obtain a better bound \( O \left( \left( \frac{\ln N}{N} \right)^{2} \right) \), as support boundedness allows to use the law of iterated logarithm as in Csörgö (1981, Theorem 1).\(^{12}\)

Lemma 1 applies to \( \mathbb{E}_N \left[ Y_\ell e^{A_\ell Y} \right] \) and \( \mathbb{E}_N \left[ Y_\ell Y_m e^{A_\ell Y} \right] \), for every \( \ell, m = 1, \ldots, L \), if the following assumption holds.

**Assumption A4** All variables \( Y_\ell^2, Y_\ell Y_m \) and \( Y_\ell Y_m, Y_j \) for \( \ell, m, j \) in \( \{1, \ldots, L\} \), have their m.g.f.'s existing in some neighborhood around \( \theta \).

Assuming that this assumption holds, the following uniform consistency result for the characteristic functions of factors follows.

**Theorem 1** Suppose that there exists an integrable, decreasing function \( g : \mathbb{R}^+ \to [0, 1] \), such that \( |\varphi_Y(t)| \geq g(|t|) \) for \( |t| \) large enough. Then:

\[
\sup_{|\tau| \leq T_N} \left| \hat{\varphi}_{X_k}(\tau) - \varphi_{X_k}(\tau) \right| = \left[ \int g \left( T_N \left| \frac{\theta}{\theta^T A_k} \right| \right)^{-3} dW(\theta) \right] T_N^2 \varepsilon_N O(1) \quad \text{a.s.} \tag{24}
\]

with \( \varepsilon_N \) and \( T_N \) as in Lemma 1, and with the additional restriction that the right-hand side in (24) is \( o(1) \) for consistency.

Theorem 1 provides an argument for our preferred choice for the directions of integration \( \theta = A_k \). As norms are equivalent in finite dimensional spaces and as \( g \) is decreasing, one can replace the sup norm of \( \frac{\theta}{\theta^T A_k} \) by its Euclidian norm in \( g \left( T_N \left| \frac{\theta}{\theta^T A_k} \right| \right)^{-3} \). This quantity is minimum for \( \theta = A_k \), which minimizes the Euclidian norm of \( \frac{\theta}{\theta^T A_k} \).\(^{13}\) So, the fastest rate is attained when \( W \) assigns all mass to \( \theta = A_k \). In Section 6, we will also provide finite sample evidence that supports this choice of direction of integration.\(^{14}\)

In the rest of this section, for expositional simplicity, we consider the special case where \( W \) assigns all mass to one single \( \theta \), and redefine \( g \) such that (24) becomes

\[
\sup_{|\tau| \leq T_N} \left| \hat{\varphi}_{X_k}(\tau) - \varphi_{X_k}(\tau) \right| = \frac{T_N^2 \varepsilon_N}{g(T_N)^3} O(1) \quad \text{a.s.} \tag{25}
\]

with the additional restriction that \( \frac{T_N^2 \varepsilon_N}{g(T_N)^3} \) is \( o(1) \) for consistency.

\(^{12}\)Li and Vuong’s argument, p. 146, that boundedness is not a strong assumption as it can be achieved by transforming \( Y \) suitably and assuming that the transformed \( Y \) follows the linear factor model, is a bit contrived. Economic theory usually strongly conditions the form of the model and statistical theory has little say in that construction process.

\(^{13}\)Indeed, Cauchy-Schwarz inequality implies that \( (\theta^T A_k)^2 \leq (\theta^T \theta)(A_k^T A_k) \), so \( \frac{\theta^T \theta}{\theta^T A_k} \geq \frac{A_k^T A_k}{\theta^T A_k} \).

\(^{14}\)However, a drawback of our preferred direction of integration is that it is not invariant to a linear transformation of the model (as \( BY = BAX \)) unless the transformation is a rotation (\( B \) orthogonal). Hence, our preferred direction of integration depends on the model representation, which is arbitrary.
Theorem 1 shows that the rate of uniform convergence for \( \hat{\varphi}_{X_k} \) depends on the tail of the characteristic function of the vector of measurements, as characterized by function \( g \), which measures the smoothness of the distribution of \( Y \).\(^{15}\) Furthermore, the estimation error increases with \( T_N \) because of the integration step. More estimation errors add up if one has to integrate an estimate of \( \kappa_{Y}^{\prime} \) over a wider range. Hence, the rate of convergence decreases when \( T_N \) grows, both because of a wider range of integration and of division by small values of the characteristic function.

Lastly, it is instructive to compare the convergence rate of Theorem 1 to the convergence rates obtained in simpler models by other authors. The general form of our estimator proceeds from the second-order differentiation of \( \kappa_Y(t) \) and a subsequent double-integration.\(^{16}\) If no differentiation were required (as in Horowitz and Markatou, 1996, or Delaigle et al., 2008) or if first-order differentiation sufficed (as in Li and Vuong, 1998), then both \( g(T_N) \) and \( T_N \) would be raised to a smaller power. This is why these authors obtain faster convergence rates of the estimators of factor characteristic functions. Note, however, that previous work on deconvolution focuses on much simpler models than the general multi-factor models that we consider. In the present case, differentiation and integration are likely to be necessary steps in the construction of the estimator.

**Special cases.** In a seminal contribution to the standard deconvolution theory with only one unknown factor distribution, Fan (1991) distinguished two classes of distributions: ordinary smooth, for which the c.f. converges to zero at a polynomial rate (e.g., Laplace or Gamma), and supersmooth distributions, for which the c.f. converges to zero at an exponential rate (e.g., normal). Here we illustrate the previous results in the case of ordinary smooth and supersmooth factor distributions.

Let us first consider the case where all factor distributions are ordinary smooth:

\[
g(t) = t^{-\beta}, \quad t > 0, \quad \beta > 1. \tag{26}\]

Taking \( T_N = N^{\frac{3}{4}} \) and \( \varepsilon_N = A \ln N/\sqrt{N} \), as in Lemma 1, we obtain

\[
\frac{T_N^2 \varepsilon_N}{g(T_N)^3} = A \frac{\ln N}{N^{\frac{1}{4}} (1 + \frac{3}{2} \beta)^{\delta}}, \tag{27}
\]

\(^{15}\)Technically, the estimation error on \( \hat{\varphi}_{X_k} \) decreases with \( g(T_N) \) because the estimator is based on the differentiation of \( \kappa_Y(t) = \ln \varphi_Y(t) \). A term \( 1/|\varphi_Y(t)| \) thus appears, which is bounded by \( 1/g(|t|) \), hence by \( 1/g(T_N) \) if \( |t| \leq T_N \) and \( |t| \) large enough.

\(^{16}\)Hence, \( T_N \) is squared in (25) because of the double integration, and \( g(T_N) \) is cubed because of the second-order differentiation (+2) of the logarithm (+1) of the characteristic function of \( Y \).
and for any \( \delta < \frac{1}{2+3\beta} \), the estimator of factor c.f. converges uniformly on \([-T_N, T_N]\), an upper bound to its rate of convergence being given by (27). Hence, a smoother distribution of \( Y \) (a larger value of \( \beta \)) requires more trimming (a lower \( \delta \)).

Let us then consider the case where factor distributions are supersmooth, so:

\[
g(t) = t^{-\beta_0}e^{-\beta_1 t}, \quad t > 0, \quad \beta, \beta_1 > 0.
\]

Then, because of the restriction that \( \frac{T_N^2 \epsilon_N}{g(T_N)^3} = o(1) \) in Theorem 1, \( T_N \) cannot increase at polynomial rate any longer. One has to restrict \( T_N \) to a logarithmic function of \( N \) in order to ensure uniform convergence of \( \hat{\varphi}_{X_k} \) on \([-T_N, T_N]\). For example, taking \( T_N = (\delta \ln N)^{\beta_1} \), the rate becomes:

\[
\frac{T_N^2 \epsilon_N}{g_Y(T_N)^3} = \left[ A_0(2+3\beta_0) \beta_1 \right] \frac{\ln N^{1+(2+3\beta_0)\beta_1}}{N^{\frac{\beta_1}{3}}},
\]

and the estimator is consistent if \( \delta < \frac{1}{6\beta} \). Again, a smoother distribution (\( \beta \) larger) requires more trimming (lower \( \delta \)).

### 5.2 Density functions

The following theorem gives conditions under which \( \hat{f}_{X_k} \) converges uniformly to \( f_{X_k} \) when the sample size tends to infinity.

**Theorem 2** Suppose that there exists an integrable, decreasing function \( \hat{g} : \mathbb{R}^+ \to [0, 1] \) such that \( |\varphi_X(\tau)| = \left| \prod_{k=1}^K \varphi_{X_k}(\tau_k) \right| \geq \hat{g}(|\tau|) \) for \( \tau = (\tau_1, ..., \tau_K)^T \) and for \( |\tau| = \max(|\tau_k|) \) large enough. Suppose also that there exist \( K \) integrable functions \( h_k : \mathbb{R}^+ \to [0, 1] \) such that \( h_k(|\tau|) \geq |\varphi_{X_k}(\tau)| \) for all \( \tau \). Lastly, let \( H \) be a kernel of even order \( q \geq 2 \) with Fourier transform satisfying \( \varphi_H(t) = 0 \) for \( |t| > 1 \). Then:

\[
\sup_x \left| \hat{f}_{X_k}(x) - f_{X_k}(x) \right| = \frac{T_N^2 \epsilon_N}{g(T_N)^3} O(1) \\
+ C \int_{-T_N}^{T_N} v^q h_k(|v|) dv + 2 \int_{T_N}^{+\infty} h_k(v) dv \quad a.s.
\]

where \( g(t) = \hat{g}(L |A| t) \), with \( |A| = \max_{i,j}(|a_{ij}|) \), \( C \) is a positive constant, and where \( \epsilon_N \) and \( T_N \) are as in Lemma 1, with the additional restriction that \( \frac{T_N^2 \epsilon_N}{g(T_N)^3} = o(1) \) for consistency.

The estimation error on \( f_{X_k} \), in sup norm, has two components. The first component directly results from the estimation error on the characteristic function \( \varphi_{X_k} \).17 The second

---

17In particular, \( T_N \) is cubed in (30) instead of squared because of the integral in the inverse Fourier transform.
component results from the fact that the inverse Fourier transform yielding \(\hat{f}_{X_k}\) depends on the smoothing kernel \(\varphi_H\). For example, with \(\varphi_H(u) = \varphi_{H_\infty}(u) = 1\{u \in [-1, 1]\}\), then
\[
\hat{f}_{X_k}(x) = \frac{1}{2\pi} \int_{-\gamma}^{\gamma} e^{-ixv} \varphi_{X_k}(v) \, dv,
\]
and thus
\[
\hat{f}_{X_k}(x) - f_{X_k}(x) = \frac{1}{2\pi} \int_{-\gamma}^{\gamma} e^{-ixv} \left[ \varphi_{X_k}(v) - \varphi_{X_k}(v) \right] \, dv - \frac{1}{\pi} \int_{-\gamma}^{\gamma} e^{-ixv} \text{Re} \left[ \varphi_{X_k}(v) \right] \, dv.
\]

One thus has to ensure that \(\int_{-\gamma}^{\gamma} e^{-ixv} \text{Re} \left[ \varphi_{X_k}(v) \right] \, dv\) tends to zero when \(N\) tends to infinity. Interestingly, this term is decreasing in \(T_N\), and it is smaller the thinner the tails of \(\varphi_{X_k}\).

The presence of the second component on the right-hand side of (30) has two consequences. First, although we emphasized in the previous section that more trimming (a lower value of \(T_N\)) is necessary to ensure a faster convergence of the estimator of \(\varphi_{X_k}\) on \([-T_N, T_N]\), less trimming (a larger \(T_N\)) is required to reduce the second component of (30). This tension between two conflicting objectives arises in standard nonparametric deconvolution, and explains why asymptotic convergence rates are often slow. Second, although the presence of smoother factor distributions makes deconvolution more difficult, a smoother distribution of \(X_k\) also makes the second component in (30) smaller, improving the convergence rate of the density estimator.\(^{18}\)

**Special cases.** We illustrate the results in the case of ordinary smooth and supersmooth factor distributions. To minimize the complexity of the discussion, we focus on the kernel \(\varphi_H(u) = \varphi_{H_\infty}(u) = 1\{u \in [-1, 1]\}\). Remark that \(\varphi_{H_\infty}\) is an infinite-order kernel \((q = \infty)\), so that the term \(\frac{1}{\pi} \int_{-\gamma}^{\gamma} e^{-ixv} \text{Re} \left[ \varphi_{X_k}(v) \right] \, dv\) is zero in (30).

Let us start with ordinary smooth factors. As \(X_k\) is ordinary smooth one can choose:
\[h_k(t) = t^{-\alpha}, \quad \alpha > 1.\]

Let \(T_N = N^\frac{\delta}{2}, \delta > 0\). Then,
\[
\int_{T_N}^{+\infty} h_k(v) \, dv = \frac{N^{-\frac{\delta}{2}(\alpha - 1)}}{\alpha - 1}.
\]

\(^{18}\)This also happens in the standard deconvolution problem: \(Y = X + U, U\) known, where the performance of the estimator of the density of \(X\) improves when the smoothness of \(U\) decreases, and when the smoothness of \(X\) increases.
So the convergence rate of \( \hat{f}_{X_k} \) satisfies, using (27):

\[
\sup_x \left| \hat{f}_{X_k}(x) - f_{X_k}(x) \right| = O \left( \frac{\ln N}{N^{\frac{1}{4} - \frac{1}{2}(1 + \beta)\delta}} \right) + O \left( \frac{1}{N^{\frac{1}{4}(\alpha - 1)}} \right). \tag{31}
\]

Remark that the first term on the right-hand side of (31) increases when \( \delta \) increases, as a larger \( T_N \) reduces the convergence rate of the characteristic function. However, the second term on the right-hand side of (31) decreases when \( \delta \) increases, as less trimming decreases the quantity \( |\int_{T_N}^{\infty} e^{-ivx} \Re \{ \varphi_{X_k}(v) \} dv| \). Hence, intuitively, there should exist an optimal degree of trimming.

Remark also that the convergence rate of \( \hat{f}_{X_k} \) is polynomial in \( N \). For example, by choosing \( \delta \) arbitrarily close to \( 1/(2 + 3\beta + \alpha) \), we see that an upper bound to the convergence rate of the density estimator is given by:

\[
\sup_x \left| \hat{f}_{X_k}(x) - f_{X_k}(x) \right| = O \left( \frac{\ln N}{N^{\alpha - 1}} \right). \tag{32}
\]

So the rate is faster when \( \alpha \) increases (smoother \( X_k \)), as long as \( \beta \) (the smoothness of \( Y \)) stays constant. Moreover, it is easy to see that, with \( \beta \geq \alpha \), the convergence rate of \( \hat{f}_{X_k} \) is never faster than \( (N^{1/2} / \ln N) \) (obtained when \( \alpha = \beta \to +\infty \)). This rate is lower than the best rate of standard nonparametric deconvolution (which, according to Fan, 1991, p. 1265, is \( N^{1/4} \)), and it is also lower than the rate derived by Li and Vuong (1998), who find a strict upper bound of \( N^{1/4} \) in the ordinary smooth case.\(^{19}\) Slower rates are the price to pay for allowing for many unobservable components.

Interestingly, when factor \( X_k \) is ordinary smooth but \( Y \) is supersmooth we obtain much lower rates of convergence. This case may arise if one of the factor variables (different from \( X_k \)) has a supersmooth distribution.\(^{20}\)

Let \( T_N = (\delta \ln N)^{\beta_1} \). Then:

\[
\int_{T_N}^{\infty} h_k(v)dv = \frac{(\delta \ln N)^{-\beta_1(\alpha - 1)}}{\alpha - 1},
\]

which yields, using (29):

\[
\sup_x \left| \hat{f}_{X_k}(x) - f_{X_k}(x) \right| = O \left( \frac{(\ln N)^{1+3(1+\beta_0)\beta_1}}{N^{\frac{1}{2}-3\beta\delta}} \right) + O \left( \frac{1}{(\delta \ln N)^{\beta_1(\alpha - 1)}} \right). \tag{32}
\]

This rate is logarithmic in \( N \), because of the presence of the second term on the right-hand side of (32).

\(^{19}\) Li and Vuong’s estimator requires one first-order differentiation and one integration. This case yields \( T_N\varepsilon \) \( O(1) \) instead of \( T_N\varepsilon \) \( O(1) \) in (30). This explains the difference between \( N^{1/8} \) and \( N^{1/6} \).

\(^{20}\) For example, in the simple deconvolution model \( Y = X + U \) with \( X \) ordinary smooth and \( U \) supersmooth, \( \phi_Y(t) = \phi_X(t)\phi_U(t) \) has thin tails because of the presence of \( \phi_U \), hence \( Y \) is supersmooth.
Logarithmic rates of convergence are also obtained in the classical deconvolution problem with one unknown factor, when the distribution of the factor of interest is ordinary smooth while the distribution of the error is supersmooth (Carroll and Hall, 1988, Fan, 1991). Finding optimal convergence rates for the multi-factor model we consider in this paper is a difficult task, which we do not address.

Before ending this discussion, note that additional convergence rates can be derived in the cases where $X_k$ follows a supersmooth distribution, although the expressions are more involved.

5.3 Practical choice of the trimming parameter $T_N$

We use a method recently developed in deconvolution kernel density estimation to choose the trimming parameter $T_N$. In the context of the deconvolution problem with known error distribution, Delaigle and Gijbels (2002, 2004) propose to base the choice of the bandwidth on an approximation of the Mean Integrated Squared Error of the kernel density estimator. Comparing different approaches, they find that a “plug-in” method works well in many simulation designs.

We adapt Delaigle and Gijbels’ method to the case of a multi-factor model $Y = AX$ as follows. For $k \in \{1, ..., K\}$, let $\theta$ be a direction of integration. Then

$$\frac{\theta^T Y}{\theta^T A_k} = \frac{\theta^T AX}{\theta^T A_k} = X_k + \sum_{m \neq k} \frac{\theta^T A_m}{\theta^T A_k} X_m.$$  \hspace{1cm} (33)

We treat the distribution of $\sum_{m \neq k} \frac{\theta^T A_m}{\theta^T A_k} X_m$ in (33) as if it were known. In this case, the problem of estimating the density of factor $X_k$ boils down to a deconvolution problem with known error distribution, and the method of Delaigle and Gijbels (2004) can be applied. A detailed presentation of the “plug-in” method and of our bandwidth selection procedure is given in Appendix D.

6 Monte-Carlo simulations

In this section, we study the finite-sample behavior of our density estimator.

6.1 Measurement error model

We start with the estimation of the density of $X$ in the measurement error model (8) with $\alpha = 1$. Namely:

$$\begin{align*}
Y_1 &= X + U_1 \\
Y_2 &= X + U_2,
\end{align*}$$  \hspace{1cm} (34)
where $U_1$, $U_2$ and $X$ are mutually independent, and have mean zero and variance one.

We first consider the case of normal errors $U_1$ and $U_2$, and various choices of distribution for $X$. In Figure 1 we report the outcomes of 100 simulations of samples of size $N = 1000$. In the first column we estimate the density of $X$ using our method, assuming that all three distributions are unknown, and with our preferred choice of direction of integration $(\frac{1}{2}, \frac{1}{2})$. In the second column we estimate the density of $X$ from:

$$\frac{Y_1 + Y_2}{2} = X + \frac{U_1 + U_2}{2},$$

assuming that $\frac{U_1 + U_2}{2}$ has c.f. $\varphi_{U_1+U_2}(u) = \exp \left(-\frac{1}{4}u^2\right)$. We use kernel deconvolution for estimation, with the second-order kernel $H_2$ for smoothing, and choose the trimming parameter $T_N$ using the “plug-in” method of Delaigle and Gijbels (2004). Lastly, in the third column we show the Gaussian kernel density estimator of $X$ for comparison, using Silverman’s rule of thumb for choosing the bandwidth. Obviously, this last estimator cannot be computed with real data as $X$ is unobserved. On each graph, the thin solid line represents the population density of $X$, and the thick solid line is the pointwise median of simulations. The dashed lines delimit the 10%-90% pointwise confidence bands.

Both nonparametric deconvolution methods estimate normal factor distributions well. However, the density at the mode is significantly biased—the true value being systematically outside the confidence band. They both display very similar biases, and the same confidence bands, only moderately wider than when $X$ is observed without error. This suggests that repeated measurements can be very effective at providing information on the distributions of unknown latent variables. Also, the informal choice of bandwidth that we use appears to give very good results, as good as for the deconvolution problem with known error distribution for which it was initially designed.

For non-Gaussian factor distributions, we observe that the deconvolution estimators have some difficulty to capture skewness and kurtosis. The Gamma$(5,1)$ and Gamma$(2,1)$ distributions have skewness .9 and 1.4, and kurtosis 4.2 and 6, respectively. We see that the bias is larger in the second case. To further study the impact of factor kurtosis on estimation we consider for $X$ a two-components normal mixture that has excess kurtosis equal to 100, that is: $X \sim \frac{400}{409} \mathcal{N}(0, \frac{1}{2}) + \frac{3}{409} \mathcal{N}(0, \frac{40}{6})$. The bias is also larger than in the case where $X$ is normal, although the estimator does a good job at capturing the peak of the density. Lastly, we generate a bimodal distribution as a two-component mixture of normals with different means: $X \sim \frac{1}{2} \mathcal{N}(-2,1) + \frac{1}{2} \mathcal{N}(2,1)$. The estimator fails to capture the bimodality.\footnote{It is worth noting that in these various designs, we experimented increasing the sample size to}
Figure 1: Monte Carlo estimates of $f_X$ in the measurement error model with normal errors

Normal

Gamma(5,1)

Gamma(2,1)

Normal mixture, unimodal

Normal mixture, bimodal

$\varphi_{v_1}, \varphi_{v_2}$ unknown

$\varphi_{v_1}, \varphi_{v_2}$ known

$X$ observed

Note: Density of $X$ in model (34). Thin line—true; thick—median of 100 simulations; dashed=10%-90% confidence bands. “Normal mixture, unimodal” is $\frac{1}{2} \mathcal{N}(0, 1) + \frac{1}{2} \mathcal{N}(0, \frac{\sigma^2}{\theta})$, “Normal mixture, bimodal” is $\frac{1}{2} \mathcal{N}(-2, 1) + \frac{1}{2} \mathcal{N}(2, 1)$. $N = 1000$. 
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Table 1: MISE of various density estimators in the measurement error model

<table>
<thead>
<tr>
<th></th>
<th>$\hat{f}_X$</th>
<th>$\hat{f}_{U_1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard normal errors</td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>.0011 .0052 .0050 .0069</td>
<td></td>
</tr>
<tr>
<td>Laplace</td>
<td>.0030 .026 .026 .0045</td>
<td></td>
</tr>
<tr>
<td>Gamma(2,1)</td>
<td>.0036 .026 .024 .0044</td>
<td></td>
</tr>
<tr>
<td>Gamma(5,1)</td>
<td>.0012 .011 .010 .0062</td>
<td></td>
</tr>
<tr>
<td>Log-normal</td>
<td>.099 .29 .24 .0032</td>
<td></td>
</tr>
<tr>
<td>Normal mixture, unimodal</td>
<td>.0076 .020 .022 .0040</td>
<td></td>
</tr>
<tr>
<td>Normal mixture, bimodal</td>
<td>.0024 .041 .049 .0097</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Standard Laplace errors</td>
<td></td>
</tr>
<tr>
<td>Normal</td>
<td>.0012 .0047 .0042 .034</td>
<td></td>
</tr>
<tr>
<td>Laplace</td>
<td>.0027 .018 .020 .020</td>
<td></td>
</tr>
<tr>
<td>Gamma(2,1)</td>
<td>.0030 .018 .018 .019</td>
<td></td>
</tr>
<tr>
<td>Gamma(5,1)</td>
<td>.0012 .0069 .0070 .027</td>
<td></td>
</tr>
<tr>
<td>Log-normal</td>
<td>.061 .22 .16 .011</td>
<td></td>
</tr>
<tr>
<td>Normal mixture, unimodal</td>
<td>.0074 .016 .016 .021</td>
<td></td>
</tr>
<tr>
<td>Normal mixture, bimodal</td>
<td>.0027 .029 .038 .035</td>
<td></td>
</tr>
</tbody>
</table>

Note: See the note to Figure 1. (1) refers to the case where $X$ is observed, (2) to the deconvolution estimator with known error distributions, and (3) to our generalized deconvolution estimator of $f_X$. (4) refers to our estimator of $f_{U_1}$. $N = 1000$, 100 simulations.

In Table 1 we report the Mean Integrated Squared Error of various estimators $\hat{f}_X$ of $f_X$, given by:

$$MISE = E \left[ \int (\hat{f}_X(x) - f_X(x))^2 \, dx \right].$$

In addition to the case of standard normal errors, we also report the results for Laplace-distributed errors. $X$ follows one of the five distributions of Figure 1, and may also be Laplace or log-normally distributed. The estimators we consider are: a kernel density estimate of the density when the factor is observed (column 1), the deconvolution estimator with known error distributions (column 2), and our generalized deconvolution estimator (column 3). Our estimator of $f_{U_1}$ is reported in column (4).

Table 1 confirms that the performance of our estimator is comparable to that of the deconvolution estimator with known error distributions. When errors are distributed as Laplace random variables, theory suggests that the deconvolution problem should be less difficult, and the MISE is indeed slightly lower than in the case of normal errors. Still, $N = 10000$, and still obtained a sizeable bias (although reduced compared to the case $N = 1000$).
the differences between the cases of ordinary smooth and supersmooth errors do not seem very large.

6.2 Comparison with other estimators

Here we still consider the measurement error model (34), using the same setup as above, and compare our estimator to the ones of Horowitz and Markatou (1996, HM hereafter) and Li and Vuong (1998, LV hereafter). For all estimators we use the smoothing kernel $H_2$ and select the trimming parameter $T_N$ using the “plug-in” method of Delaigle and Gijbels (2004).

The first two columns of Table 2 display the MISE of the HM and LV estimators. Column (3) gives the MISE of our estimator using our preferred direction of integration $(\frac{1}{2}, \frac{1}{2})$ (LV use (0, 1)). Lastly, column (4) shows the MISE of an estimator that averages over the directions of integration, see (22), using ten draws of a bivariate normal distribution with mean $(\frac{1}{2}, \frac{1}{2})$ and standard deviation .10. We show the MISE of the estimators of the density of $X$ (the factor) and of that of $U_1$ (the first error).

Our estimator performs very well compared to HM and LV. The MISE of $\hat{f}_X$ is consistently lower for our estimator, except when $X$ is lognormally distributed, in which case all estimators do badly. For the error $U_1$, the MISE of our estimator is comparable to that of HM, and generally lower than that of LV. Also, the estimator that averages over various directions of integration performs similarly or slightly worse than the one using our preferred direction of integration.\footnote{We also tried to average directions of integration around the origin, and obtained much larger MISE.}

In Section 5 we argued that choosing the direction of integration that minimizes the norm of $\frac{\theta}{\theta^* A_h}$ yields faster convergence rates. We now provide some direct Monte Carlo evidence in support of this claim.

Figure 2 presents Monte Carlo simulations for estimates of the c.g.f.’s of $Y$ and $X$ in the measurement error model (8). The setup is as before (100 simulations). In panels a) and b), we plot empirical estimates of $\text{Re} \, \kappa_Y(0, \tau)$ and $\text{Re} \, \kappa_Y(\frac{\tau}{2}, \frac{\tau}{2})$, for $\tau \in \mathbb{R}^+$. We set the scale on the $x$-axis equal to $\tau^2$. The c.f. of the standard normal distribution being $e^{-\tau^2/2}$, the true value of the c.g.f. is then a straight line with slope $-1$ in panel a), and $-3/4$ in panel b).

The c.g.f. of $Y$ is well estimated over a wide range but the precision is worse at higher frequencies (see also Diggle and Hall, 1993). This explains why $\text{Re} \, \kappa_Y(\frac{\tau}{2}, \frac{\tau}{2})$ is better estimated, for given $\tau$, than $\text{Re} \, \kappa_Y(0, \tau)$. In panel c), we report estimates of the
Table 2: Comparison with other estimators in the measurement error model

<table>
<thead>
<tr>
<th></th>
<th>MISE of $\hat{f}_X$</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>Normal</td>
<td>.0090</td>
<td>.0079</td>
<td>.0049</td>
<td>.0056</td>
</tr>
<tr>
<td>Laplace</td>
<td>.035</td>
<td>.037</td>
<td>.026</td>
<td>.026</td>
</tr>
<tr>
<td>Gamma(2,1)</td>
<td>.031</td>
<td>.035</td>
<td>.024</td>
<td>.028</td>
</tr>
<tr>
<td>Gamma(5,1)</td>
<td>.016</td>
<td>.013</td>
<td>.011</td>
<td>.0087</td>
</tr>
<tr>
<td>Log-normal</td>
<td>.24</td>
<td>.23</td>
<td>.35</td>
<td>.25</td>
</tr>
<tr>
<td>Normal mixture, unimodal</td>
<td>.030</td>
<td>.024</td>
<td>.019</td>
<td>.020</td>
</tr>
<tr>
<td>Normal mixture, bimodal</td>
<td>.062</td>
<td>.063</td>
<td>.048</td>
<td>.051</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MISE of $\hat{f}_{U_1}$</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>Normal</td>
<td>.0062</td>
<td>.0096</td>
<td>.0066</td>
<td>.0072</td>
</tr>
<tr>
<td>Laplace</td>
<td>.0042</td>
<td>.0056</td>
<td>.0046</td>
<td>.0051</td>
</tr>
<tr>
<td>Gamma(2,1)</td>
<td>.0043</td>
<td>.0051</td>
<td>.0046</td>
<td>.0057</td>
</tr>
<tr>
<td>Gamma(5,1)</td>
<td>.0056</td>
<td>.0069</td>
<td>.0054</td>
<td>.0064</td>
</tr>
<tr>
<td>Log-normal</td>
<td>.0039</td>
<td>.0027</td>
<td>.0026</td>
<td>.0041</td>
</tr>
<tr>
<td>Normal mixture, unimodal</td>
<td>.0048</td>
<td>.0058</td>
<td>.0047</td>
<td>.0055</td>
</tr>
<tr>
<td>Normal mixture, bimodal</td>
<td>.0084</td>
<td>.017</td>
<td>.0099</td>
<td>.0084</td>
</tr>
</tbody>
</table>

Note: See the note to Figure 1. (1) refers to the estimator in Horowitz and Markatou (1996), (2) to the estimator of Li and Vuong (1998), (3) to our generalized deconvolution estimator, and (4) to a modification of our estimator which averages 10 different directions of integration, see the text. Errors are standard normal. $N = 1000$, 100 simulations.
Figure 2: Monte Carlo simulations for the estimated characteristic functions in the measurement error model

(a) $\text{Re } \kappa_Y(0, \tau)$

(b) $\text{Re } \kappa_Y(\frac{\tau}{2}, \frac{\tau}{2})$

(c) $\text{Re } \kappa_X(\tau), \theta = (0, 1)$

(d) $\text{Re } \kappa_X(\tau), \theta = \left(\frac{1}{2}, \frac{1}{2}\right)$

Note: Estimates of $\kappa_Y$ and $\kappa_X$ is the measurement error model (34). $\tau^2$ is plotted on the $x$-axis, c.g.f.'s on the $y$-axis. Thin line=true; thick=median of 100 simulations; dashed=10%-90% confidence bands. $N = 1000$. 
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c.g.f. of $X$ obtained by Li and Vuong’s method; that is: integrating along the direction $(0, 1)$. Panel d) shows the results of our preferred method, integrating along the direction $(\frac{1}{2}, \frac{1}{2})$. The c.g.f. of $X$ is better estimated (more precisely and with less bias) by the second method.

### 6.3 Spatial model

We then consider the spatial model with $L = 3$ and $K = 6$:

$$
\begin{align*}
Y_1 &= 2X_1 + X_2 + X_3 + U_1 \\
Y_2 &= X_1 + 2X_2 + X_3 + U_2 \\
Y_3 &= X_1 + X_2 + 2X_3 + U_3,
\end{align*}
$$

(35)

where $X_k$, $k = 1, ..., 3$, and $U_k$, $k = 1, ..., 3$, are mutually independent. This corresponds to model (9) with $\rho = 1/2$.

All factor densities belong to the same parametric family. We only let their variances differ: the variances of $X_1, X_2$ and $X_3$ are equal to 1, while $U_1, U_2$ and $U_3$ have either variance 1 (first column in the figure), 4 (second column), or 16 (third column). The sample size is $N = 1000$, and the number of simulations and the conventions used in graphical display are the same as for the measurement error model.

Figure 3 presents the results. We see that when errors $U_1, U_2$ and $U_3$ have moderate variance (1 or 4) the density of $X_1$ is well estimated. The results are comparable to the ones obtained in Figure 1, with a slightly larger bias. When error variances increase to 16, the density of $X_1$ becomes badly estimated.

For other distributions, namely Gamma or mixture of normals, we generally obtain worse results than for the measurement error model (34). This is confirmed by Table 3, which shows the MISE of the density estimates of $X_1$ and $U_1$. Remark that, when $\sigma^2$ increases, the performance of $\hat{f}_{X_1}$ worsens while that of $\hat{f}_{U_1}$ improves.

Estimating 6 factor densities using 3 measurements is of course more difficult than estimating 3 factor densities using 2 measurements. Yet, in the case of moderate error variances the shapes of the densities are reasonably well reproduced. This suggests that nonparametric deconvolution techniques can be successfully applied to difficult problems, where the number of factors one is trying to extract is large relative to the number of available measurements.
Figure 3: Monte Carlo estimates of $f_{X_1}$ in model (9)
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Gamma(5,1)

Gamma(2,1)

Normal mixture, unimodal

Normal mixture, bimodal

\[
\sigma^2 = 1 \quad \sigma^2 = 4 \quad \sigma^2 = 16
\]

Note: Density of $X_1$ in model (35). $X_k$, $k = 1, 2, 3$, are drawn from the same distribution with mean zero and variance 1. $U_k$, $k = 1, 2, 3$, are drawn from the same distribution as $X_1, X_2, X_3$ with mean zero and variance $\sigma^2$. “Normal mixture, unimodal” is $\frac{400}{405} \mathcal{N}(0, \frac{1}{2}) + \frac{3}{405} \mathcal{N}(0, \frac{406}{6})$, “Normal mixture, bimodal” is $\frac{1}{2} \mathcal{N}(-2, 1) + \frac{1}{2} \mathcal{N}(2, 1)$. $N = 1000, 100$ simulations.
Table 3: MISE of the generalized deconvolution estimator in the spatial model

<table>
<thead>
<tr>
<th></th>
<th>MISE of $\hat{f}_{X_1}$</th>
<th>MISE of $\hat{f}_{U_1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma^2 = 1$</td>
<td>$\sigma^2 = 4$</td>
</tr>
<tr>
<td>Normal</td>
<td>.013</td>
<td>.022</td>
</tr>
<tr>
<td>Laplace</td>
<td>.039</td>
<td>.059</td>
</tr>
<tr>
<td>Gamma(2,1)</td>
<td>.036</td>
<td>.053</td>
</tr>
<tr>
<td>Gamma(5,1)</td>
<td>.018</td>
<td>.028</td>
</tr>
<tr>
<td>Log-normal</td>
<td>.35</td>
<td>.30</td>
</tr>
<tr>
<td>Normal mixture, unimodal</td>
<td>.030</td>
<td>.044</td>
</tr>
<tr>
<td>Normal mixture, bimodal</td>
<td>.074</td>
<td>.077</td>
</tr>
</tbody>
</table>

Note: All factors follow the same distribution up to scale: $X_1$ to $X_3$ have unitary variance, while $U_1$ to $U_3$ have variance $\sigma^2$. $N = 1000$, 100 simulations.

7 Application to earnings dynamics

In this section, we apply our methodology to estimate the distributions of permanent and transitory shocks in a simple model of earnings dynamics.

7.1 The data

We use PSID data, between 1978 and 1987. Let $y_{ht}$ denote the logarithm of annual earnings, and let $x_{nt}$ be a vector of regressors, namely: education dummies, a quadratic polynomial in age, a race dummy, geographic indicators and year dummies. We compute the residuals of the OLS regression of $\Delta y_{ht} = y_{ht} - y_{ht-1}$ on $\Delta x_{nt} = x_{nt} - x_{nt-1}$, and denote them as $\Delta w_{nt}$. In the sequel we shall refer to $\Delta w_{nt}$ as wage growth residuals, while keeping in mind that they reflect changes in wage rates and hours worked. We select employed male workers who have non missing observations of $\Delta w_{nt}$ for the whole period, and for whom wage growth does not exceed 150% in absolute value. We obtain a balanced panel of 624 individuals, with 9 observations of wage growth per individual. Descriptive statistics are presented in the first column of Table 4.

Wage growth residuals $\Delta w_{nt}$ are the measurements that we use in this application. We shall also consider moving sums of wage growth residuals, defined as

$$\Delta^s w_{nt} = w_{nt} - w_{n,t-s} = \sum_{k=1}^{s} \Delta w_{n,t-k+1}, \text{ for } s = 1, 2, ...$$

Table 5 shows the marginal moments of these variables, as well as their first three autocorrelation coefficients. Focusing on the first row, we see that the variance of $\Delta^s w_{nt}$ increases with $s$. This indicates that wage differences between two points in time are
Table 4: Means of variables

<table>
<thead>
<tr>
<th>Job changes</th>
<th>All</th>
<th>None</th>
<th>One/two</th>
<th>Three/more</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual earnings (/1000)</td>
<td>36.4</td>
<td>35.3</td>
<td>36.7</td>
<td>37.0</td>
</tr>
<tr>
<td>Age</td>
<td>37.4</td>
<td>39.6</td>
<td>37.3</td>
<td>36.1</td>
</tr>
<tr>
<td>High school dropout</td>
<td>.21</td>
<td>.22</td>
<td>.23</td>
<td>.16</td>
</tr>
<tr>
<td>High school graduate</td>
<td>.54</td>
<td>.59</td>
<td>.51</td>
<td>.54</td>
</tr>
<tr>
<td>Hours</td>
<td>2194</td>
<td>2191</td>
<td>2199</td>
<td>2191</td>
</tr>
<tr>
<td>Married</td>
<td>.85</td>
<td>.84</td>
<td>.84</td>
<td>.85</td>
</tr>
<tr>
<td>White</td>
<td>.70</td>
<td>.63</td>
<td>.69</td>
<td>.75</td>
</tr>
<tr>
<td>North east</td>
<td>.15</td>
<td>.15</td>
<td>.13</td>
<td>.17</td>
</tr>
<tr>
<td>North central</td>
<td>.26</td>
<td>.30</td>
<td>.24</td>
<td>.27</td>
</tr>
<tr>
<td>South</td>
<td>.43</td>
<td>.44</td>
<td>.51</td>
<td>.36</td>
</tr>
<tr>
<td>SMSA</td>
<td>.59</td>
<td>.60</td>
<td>.55</td>
<td>.61</td>
</tr>
<tr>
<td>Number</td>
<td>624</td>
<td>150</td>
<td>234</td>
<td>240</td>
</tr>
</tbody>
</table>

Note: Balanced subsample of 624 individuals extracted from the PSID, 1978-1987. “None”=no job change; “One/two”= one or two job changes; “Three/more”= more than three job changes.

Table 5: Moments of wage growth residuals

<table>
<thead>
<tr>
<th>Wage growth</th>
<th>t/t + 1</th>
<th>t/t + 2</th>
<th>t/t + 3</th>
<th>t/t + T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variance</td>
<td>.055</td>
<td>.073</td>
<td>.086</td>
<td>.137</td>
</tr>
<tr>
<td>Skewness</td>
<td>-.077</td>
<td>.062</td>
<td>-.073</td>
<td>.457</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>10.3</td>
<td>11.2</td>
<td>8.0</td>
<td>4.8</td>
</tr>
<tr>
<td>Autocorrelation 1</td>
<td>-.33</td>
<td>.21</td>
<td>.35</td>
<td>-</td>
</tr>
<tr>
<td>Autocorrelation 2</td>
<td>-.06</td>
<td>-.34</td>
<td>.08</td>
<td>-</td>
</tr>
<tr>
<td>Autocorrelation 3</td>
<td>-.02</td>
<td>-.06</td>
<td>-.34</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: Balanced subsample of 624 individuals extracted from the PSID, 1978-1987. Wage growth residuals are the OLS residuals of first-differenced log earnings on regressors. Wage growth between $t$ and $t+s$ is obtained as the sum of $s$ consecutive wage growth residuals.

more dispersed the longer the lag. Another feature of Table 5 is the high kurtosis of wage growth residuals. This evidence of non-normality is consistent with previous findings on U.S. data.

7.2 Model and estimation

We consider the model outlined in Section 2:

$$\Delta w_{nt} = \Delta y_{nt}^P + \Delta y_{nt}^T,$$

$$= \varepsilon_{nt} + \eta_{nt} - \eta_{nt-1}, \quad i = 1, \ldots, N, \quad t = 2, \ldots, T,$$

(36)
where $y_{nt}^P$ follows a random walk: $y_{nt}^P = y_{nt-1}^P + \varepsilon_{nt}$, where $\varepsilon_{nt}$ and $\eta_{nt}$ are white noise innovations with variances $\sigma_\varepsilon^2$ and $\sigma_\eta^2$. As $\eta_{n1}$ and $\varepsilon_{n2}$ are not separately identified, we normalize $\eta_{n1}$ to zero. Likewise, we set $\eta_{nT}$ to zero. We shall refer to $y_{nt}^P$ as the permanent component and to $y_{nt}^T$ as the transitory component.

Permanent-transitory decompositions are very popular in the earnings dynamics literature, see among others Hall and Mishkin (1982) and Abowd and Card (1989). There is a growing concern that the distributions of wage shocks might be non normal (e.g., Geweke and Keane, 2000). To assess this issue, Horowitz and Markatou (1996) estimate a model of earnings levels with an individual fixed effect and a transitory i.i.d. shock. There is no permanent shock in their model. Their estimation procedure is fully non-parametric. However, one particular implication of their model is that $\Delta w_{nt}$, $\Delta_2 w_{nt}$, ... are identically distributed. This is clearly at odds with the evidence presented in Table 5. The introduction of a permanent component easily permits to capture the increase in $\text{Var}(\Delta s w_{nt})$ when $s$ increases.\textsuperscript{23}

Turning to estimation, the earnings dynamics model (36) is a linear factor model with $L = T - 1$ equations and $K = 2T - 3$ factors (see Section 2). The estimator given by (23) thus yields consistent estimates of the densities of all shocks. We estimate these densities using the second-order kernel $H_2$ and Delaigle and Gijbels’ (2004) method to select the trimming parameter $T_N$. We then average all estimated densities.\textsuperscript{24} This has the advantage that, if the stationarity restrictions do not hold, one still estimates consistently the average of shock densities over the period. This is appealing in our context, as there is ample evidence that the U.S. economy was subject to large changes in the wage distribution at the beginning of the 1980’s. Likewise, different variances can be estimated for all shocks, and averaged \textit{ex post}, yielding estimates $\hat{\sigma}_\varepsilon^2$ and $\hat{\sigma}_\eta^2$. We use Equally Weighted Minimum Distance to estimate those variances.

\textbf{7.3 Results}

The estimated average variance of permanent shocks is $\hat{\sigma}_\varepsilon^2 = .0208$, and the estimated average variance of transitory shocks is $\hat{\sigma}_\eta^2 = .0185$, with standard errors of .0029 and .0017, respectively.\textsuperscript{25} According to these estimates, permanent shocks account for 36\% of the total variance of wage growth residuals.

\textsuperscript{23}Notice that model (36) implies that: $\text{Var}(\Delta w_{nt}) - \text{Var}(\Delta_2 w_{nt}) = (s - 1) \sigma_\varepsilon^2$. The marginal distributions of $\Delta w_{nt}$ and $\Delta_2 w_{nt}$ thus contain all the necessary information to identify $\sigma_\varepsilon^2$ and $\sigma_\eta^2$.

\textsuperscript{24}We verified that averaging c.g.f’s instead yielded very similar results.

\textsuperscript{25}Standard errors were computed by 1000 iterations of individual block bootstrap.
Figure 4: Nonparametric estimates of the densities of standardized permanent and transitory shocks.

![Graphs showing densities of permanent and transitory shocks.](image)

**a) Permanent shock**  
**b) Transitory shock**

*Note: Density estimates of \( \varepsilon_{nt} \) and \( \eta_{nt} \), both standardized to have unit variance. Density estimate (thick); 10%-90% confidence bands of 100 bootstrap simulations (dashed); standard normal density (thin).*

Figure 4 presents the estimated densities, obtained by averaging density estimates over the period. The permanent and transitory components are shown in panels a) and b), respectively. In each panel, the thick solid line represents the density of the shock, standardized to have unit variance, and the thin solid line represents the standard normal density, that we draw for comparison. The dashed lines delimit the bootstrapped 10%-90% confidence band.\(^{26}\)

Figure 4 shows that none of the two distributions is Gaussian. Both permanent and transitory shocks appear strongly leptokurtic. In particular, they have high modes and fatter tails than the normal. Moreover, the transitory part seems to have higher kurtosis than the permanent component.\(^ {27}\) Lastly, both densities are approximately symmetric.

As noted above, we estimate the densities of permanent and transitory shocks by averaging the period-specific density estimates. Figure 5 shows the density estimates of the non-standardized permanent and transitory shocks in every period. In particular, we see that the density of permanent shocks tends to be more peaked in the second half of

---

\(^{26}\)Remark that, as we do not derive the asymptotic distribution of the nonparametric estimator, the validity of the bootstrap in our context is difficult to verify.

\(^{27}\)We checked that varying the trimming parameter \( T_N \) around the value that we obtained using Delaigle and Gijbels’ (2004) method had little effect on the estimate \( \hat{f}_\varepsilon \), but a stronger effect on \( \hat{f}_\eta \), tail oscillations increasing with \( T_N \).
the period, suggesting an increase in kurtosis, although the density shapes are not well estimated enough to be conclusive.

7.4 Fit

Figure 6 compares the predicted densities of $\Delta_s w_{nt}$, $s = 1, 2, 3$, using the model and the estimated densities of permanent and transitory shocks, to kernel density estimates. In panels a1) to c1), the thin line is a kernel estimator of the density $\Delta_s w_{nt}$ ($s = 1, 2, 3$). The thick line is the predicted density. The dashed line shows the density that is predicted under the assumption that shocks are normally distributed. The predicted densities of $\Delta_s w_{nt}$, $s = 1, 2, 3$, were calculated analytically by convolution of the estimated densities of $\varepsilon_{nt}$ and $\eta_{nt}$.

Figure 6 shows that our specification reproduces two features apparent in Table 5: the high kurtosis of wage growth residuals, and the decreasing kurtosis when the time lag increases. Note that the high mode of the density is remarkably well captured by our nonparametric method, even in the case of $\Delta_3 w_{nt}$. In contrast, the normal specification gives a rather poor fit.

We then present in Table 6 the moments of wage growth residuals, as in the data and as predicted under normality and nonparametrically. We see that variances are severely underestimated, reflecting a rather bad estimation of the density in the tails. Moreover, the estimated kurtosis is 5.6, that is significantly non-normal but very different from the kurtosis of the distribution to be fitted (10.3). Overall, our method captures the shapes of the densities of $\Delta_3 w_{nt}$ very well, but fails at fitting the tails, which leads to underestimating higher moments.

To fit the moments better, we use the nonparametric estimates $\hat{f}_\varepsilon$ and $\hat{f}_\eta$ as a guide to find a convenient parametric form for factor densities. Figure 4 suggests that a mixture of two normals centered at zero may work well in practice. We thus estimate model (36) under this parametric specification for both $\varepsilon_{nt}$ and $\eta_{nt}$. Parameters are estimated by Maximum Likelihood, using the EM algorithm of Dempster, Laird and Rubin (1977). Panels a2) to c2) in Figure 6 show the fit of the model. The shape of the densities is very well reproduced. Moreover, the last three rows of Table 6 show that the normal mixture specification yields much better estimates of the variance and kurtosis of wage growth residuals.

Notice that the normal mixture model was already used by Geweke and Keane (2000) to model earnings dynamics. Our results strongly support this modelling choice.
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Figure 5: Density estimates of the non-standardized permanent and transitory shocks in every period
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Note: Density estimates of $\varepsilon_{nt}$ and $\eta_{nt}$ in every period. In the first and last periods, the "permanent" shock includes the permanent and transitory components (indicated by *).
Figure 6: Fit of the model, densities of wage growth residuals.

a1) wage growth $t/t + 1$

b1) wage growth $t/t + 2$

c1) wage growth $t/t + 3$

a2) wage growth $t/t + 1$, normal mixture

b2) wage growth $t/t + 2$, normal mixture

c2) wage growth $t/t + 3$, normal mixture

Note: Graphs a1), b1) and c1) show the fit of wage growth residuals calculated over one, two and three years, respectively, using the generalized deconvolution estimator. Graphs a2), b2) and c2): densities are estimated by Maximum Likelihood, where shocks follow two-component mixtures of zero mean normals. Predicted density (thick); kernel density estimate (thin); normal (dashed).
Table 6: Fit of the model, moments of wage growth residuals

<table>
<thead>
<tr>
<th>Wage growth</th>
<th>$t/t + 1$</th>
<th>$t/t + 2$</th>
<th>$t/t + 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>.055</td>
<td>.073</td>
<td>.086</td>
</tr>
<tr>
<td>Skewness</td>
<td>-.08</td>
<td>.06</td>
<td>-.07</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>10.3</td>
<td>11.2</td>
<td>8.0</td>
</tr>
<tr>
<td></td>
<td>Predicted, nonparametric</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>.037</td>
<td>.053</td>
<td>.069</td>
</tr>
<tr>
<td>Skewness</td>
<td>-.02</td>
<td>-.02</td>
<td>-.02</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>5.6</td>
<td>4.6</td>
<td>4.2</td>
</tr>
<tr>
<td></td>
<td>Predicted, normal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>.057</td>
<td>.076</td>
<td>.096</td>
</tr>
<tr>
<td>Skewness</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>Predicted, normal mixture</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variance</td>
<td>.058</td>
<td>.072</td>
<td>.086</td>
</tr>
<tr>
<td>Skewness</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>6.3</td>
<td>5.3</td>
<td>4.8</td>
</tr>
</tbody>
</table>

Note: See the note to Figure 6. Moments are predicted using the predicted densities shown in Figure 6, by computing the integrals numerically.
Figure 7: Conditional expectations of shocks given wage growth residuals

Note: See the note to Figure 6. a): conditional expectation of $\varepsilon_{nt}$ (thick) and $\eta_{nt} - \eta_{nt-1}$ (thin) given $\Delta w_{nt}$; b): $\varepsilon_{nt} + \varepsilon_{nt-1}$ (thick) and $\eta_{nt} - \eta_{nt-2}$ (thin) given $\Delta_2 w_{nt}$; c): $\varepsilon_{nt} + \varepsilon_{nt-1} + \varepsilon_{nt-2}$ (thick) and $\eta_{nt} - \eta_{nt-3}$ (thin) given $\Delta_3 w_{nt}$.

7.5 Wage mobility

We then use the model to weight the respective influence of permanent and transitory shocks in wage mobility. To this end, we compute the conditional expectations of the permanent and transitory components of $\Delta_s w_{nt}, s = 1, 2, 3$: $\mathbb{E}(\sum_{r=0}^{s-1} \varepsilon_{nt-r} | \Delta_s w_{nt})$ and $\mathbb{E}(\eta_{nt} - \eta_{nt-s} | \Delta_s w_{nt})$.

To do so, we first compute the conditional distribution of permanent and transitory shocks using Bayes rule. For example, the conditional density of the permanent shock given wage observations is given by:

$$f(\varepsilon | \Delta w) = \frac{f_{\varepsilon}(\varepsilon) f(\Delta w | \varepsilon)}{\int f_{\varepsilon}(\varepsilon) f(\Delta w | \varepsilon) d\varepsilon} = \frac{\int f_{\varepsilon}(\varepsilon) \int f_{\eta}(\eta) f_{\eta}(\Delta w - \varepsilon + \eta) d\eta}{\int f_{\varepsilon}(\varepsilon) \int f_{\eta}(\eta) f_{\eta}(\Delta w - \varepsilon + \eta) d\eta d\varepsilon},$$

where $f_{\varepsilon}$ is the p.d.f. of $\varepsilon$ and $f_{\eta}$ is the p.d.f. of $\eta$. We proceed similarly for transitory shocks $\eta_{nt} - \eta_{nt-1}$.

Figure 7 plots these conditional expectations. We verify that the volatility of earnings is more likely to have a permanent origin if $s$ is large. In panel a), we see for example that a log wage growth of $\pm 100\%$ has a transitory origin for more than $\pm 60\%$ and a permanent origin for less that $\pm 30\%$. In panel c), we see that a change $\Delta_3 w_{nt}$ of $\pm 100\%$ is almost twice more likely to be permanent than transitory.
Table 7: Variances of the shocks by categories of job changers

<table>
<thead>
<tr>
<th>Job changes</th>
<th>None</th>
<th>One/two</th>
<th>Three/more</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>wage growth, $t/t + 1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>total</td>
<td>.034</td>
<td>.039</td>
<td>.068</td>
</tr>
<tr>
<td>permanent</td>
<td>.014</td>
<td>.016</td>
<td>.022</td>
</tr>
<tr>
<td>transitory</td>
<td>.020</td>
<td>.023</td>
<td>.046</td>
</tr>
<tr>
<td></td>
<td>wage growth, $t/t + 2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>total</td>
<td>.041</td>
<td>.053</td>
<td>.089</td>
</tr>
<tr>
<td>permanent</td>
<td>.025</td>
<td>.032</td>
<td>.053</td>
</tr>
<tr>
<td>transitory</td>
<td>.016</td>
<td>.021</td>
<td>.036</td>
</tr>
<tr>
<td></td>
<td>wage growth, $t/t + 3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>total</td>
<td>.054</td>
<td>.063</td>
<td>.108</td>
</tr>
<tr>
<td>permanent</td>
<td>.037</td>
<td>.044</td>
<td>.076</td>
</tr>
<tr>
<td>transitory</td>
<td>.017</td>
<td>.019</td>
<td>.032</td>
</tr>
</tbody>
</table>

Note: See the note to Figure 6. “None”=no job change in the observation period; “One/two”= one or two job changes; “Three/more”= more than three job changes. Variances of wage growth residuals (“Total”) and the variances of the permanent and transitory parts, conditional on having experienced a given number of job changes.

7.6 Job changes

Finally, we address the issue of the link between the degree of permanence of wage shocks and job-to-job mobility. It is notoriously difficult to identify job changes precisely in the PSID (see Brown and Light, 1992), so we tend to think of this exercise as tentative. We adopt the simplest criteria to identify job changes, setting the job change dummy equal to one if tenure is less than 12 months.\textsuperscript{28} We then classify individuals into job stayers (no job change during the period), infrequent job changers (one or two job changes) and frequent job changers (more than three job changes). The last three columns of Table 4 in Appendix give descriptive statistics for these three groups of individuals.

Then we compute the densities of permanent and transitory shocks given wage growth residuals, separately for each category of job changers by averaging within each group the conditional densities that we have already calculated. Table 7 presents the variances of permanent and transitory shocks for each mobility group. Focusing on the first three rows we see that wage volatility, as measured by the variance, is higher for frequent job changers. Moreover, these individuals are more likely to experience both permanent and

\textsuperscript{28}Note that there were two “tenure” variables before 1987 in the PSID: time in position and time with employer. We take the former as our definition of tenure.
transitory wage changes. The transitory variance is about 15% higher for infrequent job
movers than for job stayers (.023 versus .020), and about 2.3 times higher for frequent
job movers (.046). At the same time, the permanent variance is about 15% higher for
infrequent job movers than for job stayers (.016 versus .014), and about 60% higher for
frequent job movers (.022). As permanent shocks accumulate over time while transitory
shocks do not, the difference in wage growth volatility increases with the length of time
over which wage growth is computed. For example, the variance of wage growth over ten
years is .16 (= .020 + 10 * .014) for an individual who stayed with the same employer
over the whole period, while it is about .27 (= .046 + 10 * .022) for an individual who
has changed job three times or more.

These results give some basis to the interpretation of permanent shocks to log earnings
as resulting for a large part from job changes.\footnote{Note that we do not identify the part of the wage growth variance that comes from differences in hours worked from the one coming from differences in wage rates. Nor are we able to tell whether job or individual-specific components are mostly responsible for the results.} Nevertheless, identifying permanent shocks with job changes is likely to be wrong for two reasons. First, part of the shocks
faced by job stayers is permanent. Indeed, the share of permanent variance in total
variance is higher for job stayers (40%) than for frequent job changers (30%). This finding
suggests that there might be other permanent wage movements, caused for example by
within-job promotions. Second, job changers also face more transitory shocks. Describing
precisely these effects requires modelling job change decisions together with wage profiles.

8 Conclusion

This paper provides a generalization of the nonparametric estimator of Li and Vuong
(1998) to linear independent factor models, allowing for any number of measurements,
$L$, and at most $K = \frac{L(L+1)}{2}$ latent factors. On the theoretical side, the main lessons
of the standard deconvolution literature carry over to the more general context that we
consider in this paper. In particular, asymptotic convergence rates are slow, and it is
more difficult to estimate the distribution of one factor if the characteristic functions of
the other factors have thinner tails.

Our Monte Carlo results yield interesting insights. The finite-sample performance of
our estimator seems rather good, remarkably similar to the performance of the kernel
deconvolution estimator that assumes that the distributions of all factors but one are
known, and at least as good as alternative estimators proposed by Horowitz and Marka-
tou (1996) and Li and Vuong (1998) in the measurement error model. Moreover, the performance critically depends on the shape of the distributions to be estimated, as we find that it is easier to estimate distributions with little skewness or excess kurtosis.\footnote{In Bonhomme and Robin (2008), we show that skewness and peakedness are required for the matrix of factor loadings to be identified from higher-order moments. There is thus a tension between obtaining a precise estimate of factor loadings and a precise estimate of the distribution of factors in models where second-order information is not sufficient to ensure the identification of the factor loadings.}

In any case, identifying the distributions of more factors than measurements should be viewed as considerably more difficult than the classical nonparametric deconvolution problem. Given the difficulty of the problem at hand, we view the results of our simulations and the application as a confirmation that the generalized nonparametric deconvolution approach that we propose can be successfully applied to a wide range of distributions.

The empirical application shows that the permanent and transitory components of individual earnings dynamics are clearly non normal. Predicting transitory and permanent shocks for the individuals in the sample, we see that frequent job changers face more permanent and transitory earnings shocks than job stayers. These results have important consequences for welfare analysis. For example, savings and insurance could be very different if the risk of large deviations is much higher than is usually assumed with normal shocks. Of course, the model of earnings dynamics that we have considered is very limited. One might want to add non i.i.d. transitory shocks and yet allow for measurement error (as in Abowd and Card, 1989). We experimented with a MA(1) transitory shock without much success. It seems very difficult to nonparametrically identify the MA(1) component from the PSID data. Thus, maybe the sample is not appropriate, or a single non normal MA(0) transitory shock/measurement error is enough to describe the PSID data.

Another interesting issue is the assumption of independence between factors that we maintain throughout this analysis. Meghir and Pistaferri (2004) shows evidence of autoregressive conditional heteroskedasticity in permanent and transitory components. It is not straightforward at all to extend the study of the nonparametric identification and estimation of factor densities in conditionally heteroskedastic factor models like:

\[ y_{nt} = A \varepsilon_{nt}, \quad \varepsilon_{nt}^k = \sigma(\varepsilon_{nt-1}) \eta_{nt}^k, \quad k = 1, ..., K, \]

where \( \eta_{nt} = (\eta_{nt}^1, ..., \eta_{nt}^K)^T \) is a \( K \times 1 \) vector of i.i.d. random variables. But this is a very interesting problem for future research.
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APPENDIX

A Proof of Lemma 1

(i) First, remark that
\[
\mathbb{E}_N f_t - \mathbb{E} f_t = \mathbb{E}_N \text{Re}(f_t) - \mathbb{E} \text{Re}(f_t) + i [\mathbb{E}_N \text{Im}(f_t) - \mathbb{E} \text{Im}(f_t)]
\]
and, for any \( T > 0 \),
\[
\sup_{|t| \leq T} |\mathbb{E}_N f_t - \mathbb{E} f_t| \leq \sup_{|t| \leq T} |\mathbb{E}_N \text{Re}(f_t) - \mathbb{E} \text{Re}(f_t)| + \sup_{|t| \leq T} |\mathbb{E}_N \text{Im}(f_t) - \mathbb{E} \text{Im}(f_t)|.
\]
It will thus suffice to show that the proposition is true for the family of functions \( \text{Re}(f_t)(x, y) = x \cos(t^T y) \), \( t \in \mathbb{R}^L \), for it to be true for functions \( \text{Im}(f_t) \) and \( f_t \). So, without loss of generality, we prove the result for real functions \( f_t(x, y) = x \cos(t^T y) \), using the same notation for \( f_t \) and its real part.

(ii) For any \( T \), let \( \mathcal{G} = \{ f_t(x, y), |t| \leq T \} \). The first step of the proof is to find the \( L_1 \)-covering number of \( \mathcal{G} \).\(^{31}\) For any couple \( (t_1, t_2) \),
\[
|x \cos(t_1^T y) - x \cos(t_2^T y)| \leq |x(t_1^T y - t_2^T y)| \\
\leq \sum_{\ell} |y_{\ell}(t_{1, \ell} - t_{2, \ell})| \\
\leq \sum_{\ell} |y_{\ell}| \cdot |t_1 - t_2| \\
\leq L |y| \cdot |t_1 - t_2|.
\]
Discretize \((-T, T)^L\) into \( \left( \frac{2T L \mathbb{E}_N |XY|}{\varepsilon} - 1 \right)^L \) points \( t_j \) by cutting \([-T, T]\) into equidistant segments of length \( \frac{\varepsilon}{L \mathbb{E}_N |XY|} \). Let \( g_j(x, y) = x \cos(t_j^T y) \). Then, for all \( t \in [-T, T]^L \), there exists \( j \) such that
\[
\mathbb{E}_N |X \cos(t^T Y) - X \cos(t_j^T Y)| \leq L \mathbb{E}_N |XY| \cdot |t - t_j| \\
\leq \varepsilon.
\]
It follows that the \( L_1 \)-covering number of \( \mathcal{G} \) satisfies
\[
\mathcal{N}_1(\varepsilon, P_N, G) \leq C \left( \frac{T \mathbb{E}_N |XY|}{\varepsilon} \right)^L,
\]
where \( P_N \) is the probability measure obtained by independent sampling from \( F \), and \( C = (2L)^L \).

Note that although the covering number is indeed inversely proportional to a power of \( \varepsilon \), Theorem 2.37 of Pollard (1984, p. 34) cannot be applied for three reasons. First, the upper bound to the covering number depends on the sample \( P_N \) via \( \mathbb{E}_N |XY| \). Second, the functions in \( \mathcal{G} \) are not bounded because the support of \( X \) is unbounded. Third, eventually, one will index

\(^{31}\)Let \( Q \) be a probability measure on \( S \) and \( \mathcal{F} \) be a class of functions in \( L_1(Q) \). For \( \varepsilon > 0 \), the covering number \( \mathcal{N}_1(\varepsilon, Q, \mathcal{F}) \) is the smallest integer \( m \) such that there exists functions \( g_1, \ldots, g_m \) in \( L_1(Q) \) such that \( \min_j \mathbb{E}_Q \| f - g_j \| \leq \varepsilon \) for all \( f \in \mathcal{F} \) (Pollard, 1984, p. 25).
$T$ on $N$ to make it go to infinity with $N$. A specific proof therefore has to be tailored to adjust Pollard's proof of Theorem 2.37 to our setup.

(iii) Equations (30) and (31) in Pollard (1984, p. 31) imply that, for a given sample $\mathbf{Z}_N$,

$$\Pr\left\{ \sup_{|t| \leq T} |\mathbb{E}_N f_t - f_t| > \varepsilon \right\} \leq 8C \left( \frac{\mathbb{T}_N |X Y|}{\varepsilon} \right)^L \exp\left[ -\frac{N \varepsilon^2}{128} / \mathbb{E}_N X^2 \right], \quad (A1)$$

as $\mathbb{E}_N g_j^2 \leq \mathbb{E}_N X^2$ for all $j$, and provided that $\operatorname{Var} \mathbb{E}_N f_t \leq \frac{\varepsilon^2}{8}$. Now,

$$N \operatorname{Var} \mathbb{E}_N f_t = \operatorname{Var} [X \cos (t^T Y)] = \mathbb{E} \left[ X^2 \cos (t^T Y)^2 \right] - [\mathbb{E} X \cos (t^T Y)]^2 \leq \mathbb{E} X^2 = M_1 < \infty.$$

So inequality (A1) is true for $N \geq \frac{8M_1}{\varepsilon^2}$.

Then, for all $k > 0$:

$$\Pr\left\{ \sup_{|t| \leq T} |\mathbb{E}_N f_t - f_t| > \varepsilon \right\} = \Pr\left\{ \sup_{|t| \leq T} |\mathbb{E}_N f_t - f_t| > \varepsilon \right\} \leq \mathbb{E}_N X^2 < k, \mathbb{E}_N |X Y| < k \}

\times \Pr\left\{ \mathbb{E}_N X^2 < k, \mathbb{E}_N |X Y| < k \}

\times \Pr\left\{ \mathbb{E}_N X^2 \geq k \text{ or } \mathbb{E}_N |X Y| \geq k \}

\leq \Pr\left\{ \sup_{|t| \leq T} |\mathbb{E}_N f_t - f_t| > \varepsilon \right\} \leq \mathbb{E}_N X^2 < k, \mathbb{E}_N |X Y| < k \}

\times \Pr\left\{ \mathbb{E}_N X^2 \geq k \text{ or } \mathbb{E}_N |X Y| \geq k \}

\leq \Pr\left\{ \exp \left( \mathbb{E}_N X^2 \right) \geq e^k \text{ or } \exp \left( \mathbb{E}_N |X Y| \right) \geq e^k \right\}

\leq \frac{\mathbb{E} \left[ \exp \left( \mathbb{E}_N X^2 \right) \right] + \mathbb{E} \left[ \exp \left( \mathbb{E}_N |X Y| \right) \right]}{e^k}. \quad (A2)$$

Now,

$$\mathbb{E} \left[ \exp \left( \mathbb{E}_N X^2 \right) \right] = \mathbb{E} \left[ \prod_{n=1}^N \exp \left( \frac{1}{N} \sum_{n=1}^N X_n^2 \right) \right].$$

Denoting as $M_{X^2}$ the moment generating function of $X^2$. By assumption, $M_{X^2}(t)$ exists for all $t$ in a neighborhood around 0. Hence all moments of $X^2$ are finite, and

$$M_{X^2}(1/N) = 1 + \mathbb{E} X^2/N + O(1/N^2),$$
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so that
\[ \lim_{N \to \infty} M_{X^2} (1/N)^N = \exp (\mathbb{E} X^2). \]
One can thus bound \( \mathbb{E} \left[ \exp \left( \mathbb{E}_N X^2 \right) \right] \) by \( 2 \exp (\mathbb{E} X^2) \) for \( N \) large enough. The same argument applies to \( \mathbb{E} [\exp (\mathbb{E}_N |X| Y)] \).

Therefore,
\[
\Pr \left\{ \sup_{|t| \leq T} \| \mathbb{E}_N f_t - \mathbb{E} f_t \| > \varepsilon \right\} \leq 8C \left( \frac{T \mathbb{E} X^2}{\varepsilon} \right)^L \exp \left[ - \frac{N \varepsilon^2}{128k} \right] + 2 \exp \left( \mathbb{E} X^2 \right) + \exp (\mathbb{E} |X| Y) \varepsilon^k, \tag{A3}
\]
for any \( N \) large enough that satisfies \( N \geq \frac{8M N}{\varepsilon^k} \).

(iv) Lastly, index \( \varepsilon, T \) and \( k \) by \( N \), and suppose that \( \varepsilon_N \) tends to 0 and \( T_N \) and \( k_N \) tend to infinity in such a way that
\[
\sum_{N} \frac{1}{\varepsilon_N^k} < \infty, \tag{A4}
\]
and
\[
\sum_{N} \exp \left\{ L \ln \left( \frac{T_N k_N}{\varepsilon_N} \right) - \frac{N \varepsilon_N^2}{128k_N} \right\} < \infty. \tag{A5}
\]
A standard application of the Borel-Cantelli lemma then implies that
\[
\sup_{|t| \leq T_N} \| \mathbb{E}_N f_t - \mathbb{E} f_t \| < \varepsilon_N, \quad \text{a.s.}
\]
Details about the Borel-Cantelli argument for almost sure convergence can be found in Pollard (2002, p. 34-35).

Condition (A5) is satisfied if \( \exp \left[ L \ln \left( \frac{T_N k_N}{\varepsilon_N^2} \right) - \frac{N \varepsilon_N^2}{128k_N} \right] \) decreases faster than \( 1/N \). Let
\[
\varepsilon_N = A \frac{\ln N}{\sqrt{N}}, \quad A > 0,
\]
\[
k_N = (1 + \alpha) \ln N,
\]
with \( \alpha > 0 \) to satisfy condition (A4). Hence
\[
\frac{N \varepsilon_N^2}{128k_N} = \frac{A^2}{128(1 + \alpha)} \ln N.
\]
Let also
\[
T_N = B N^{\frac{1}{2}}, \quad B, \delta > 0.
\]
Then,
\[
L \ln \left( \frac{T_N k_N}{\varepsilon_N} \right) - \frac{N \varepsilon_N^2}{128k_N} = L \ln \left( \frac{B(1 + \alpha)}{A} \right) + \left( \frac{L}{2} (1 + \delta) - \frac{A^2}{128(1 + \alpha)} \right) \ln N
\]
decreases faster than \( -\ln N \) if
\[
A^2 > 64 \left[ L (1 + \delta) + 2 \right] (1 + \alpha).
\]
Whatever \( \delta > 0 \), one can thus choose any \( A > 8 \sqrt{2 + L (1 + \delta)} \).

This achieves to prove Lemma 1.
Remark. Compared to the proof of the law of the iterated logarithm (also referred to as the "log log law"), it is the additional term $L \ln \left( \frac{T_N \ln N}{\epsilon N} \right)$ that makes all the difference. This term arises from the necessity to cover the set of functions $\mathcal{G}$. If $X$ and $Y$ are bounded, then one can proceed differently, and adapt the proof of Theorem 1 in Csörgő (1981) that uses the law of the iterated logarithm.

B Proof of Theorem 1

In this proof and the next, all convergence statements are implicitly understood to hold almost surely.

Here, we aim at bounding $\sup_{|\tau| \leq T_N} \left| \hat{\varphi}_{X_k}(\tau) - \varphi_{X_k}(\tau) \right|$, where

$$\hat{\varphi}_{X_k}(\tau) = \exp \left( \int_0^\tau \int_0^u Q_{\sigma} \operatorname{vech} \left[ \int \nabla \nabla^T \hat{\kappa}_Y \left( \frac{v\theta}{\theta^T A_k} \right) dW(\theta) \right] dv du \right)$$

for some distribution $W$. This will easily follow from bounding, for any $\ell, m = 1, ..., L$,

$$C_{tm}(\theta) = \sup_{|\tau| \leq T_N} \left| \int_0^\tau \int_0^u \frac{\partial^2 \hat{\kappa}_Y}{\partial t_\ell \partial t_m} \left( \frac{v\theta}{\theta^T A_k} \right) dW(\theta) \right|.$$

(i) Fix $t \in \mathbb{R}^L$. Denote $\varphi(t) \equiv \varphi_Y(t) = \mathbb{E} \left[ e^{it^T Y} \right]$, $\psi(t) = \mathbb{E} \left[ Y e^{it^T Y} \right]$ and $\xi_{tm}(t) = \mathbb{E} \left[ Y t_m e^{it^T Y} \right]$, for any $\ell, m = 1, ..., L$. Then, Lemma 1 implies that, for all function $f$ in $\{\varphi, \{\psi\}_\ell, \{\xi_{tm}\}_t, m\}$:

$$\sup_{|t| \leq T_N} \left| \hat{f}(t) - f(t) \right| = O(\epsilon_N),$$

with

$$T_N = BN^{\frac{1}{2}}, B, \delta > 0,$$

$$\epsilon_N = A \frac{\ln N}{\sqrt{N}}, A > 8 \sqrt{2 + L(1 + \delta)}.$$

(ii) There exists $c$ such that $|\varphi(t)| \geq g(|t|)$ when $|t| > c$. As $g$ is decreasing, then for all $c < |t| \leq T_N$,

$$|\varphi(t)| \geq g(|t|) \geq g(T_N).$$

Hence,

$$\inf_{|t| \leq T_N} |\varphi(t)| \geq \min \left\{ g(T_N), \inf_{|t| \leq c} |\varphi(t)| \right\}.$$

Notice that, because of Assumption A2 and the continuity of $\varphi$:

$$\inf_{|t| \leq c} |\varphi(t)| > 0.$$

So, as $\lim_{|t| \to \infty} g(|t|) = 0$, it follows that $\min \left\{ g(T_N), \inf_{|t| \leq c} |\varphi(t)| \right\} = g(T_N)$ for $T_N$ large enough.

\[ \text{Remark:} \quad |\varphi_Y(t)| = |\varphi_X(A^T t)| > 0 \quad \text{for all } t \text{ by Assumption A2.} \]
Consequently, for $N$ large enough,

$$\sup_{|t| \leq T_N} \left| \frac{\hat{\varphi}(t) - \varphi(t)}{\varphi(t)} - \frac{O(\varepsilon_N)}{g(T_N)} \right| = o(1).$$

The last equality follows from the fact that $\frac{T_N^2 \varepsilon_N}{g(T_N)} \geq \frac{\varepsilon_N}{g(T_N)}$ for $N$ large enough, and that, by assumption, $\frac{T_N^2 \varepsilon_N}{g(T_N)^3} = o(1)$.

(iii) We have

$$\frac{\partial \kappa_Y(t)}{\partial t} = \frac{i}{\varphi(t)} \left[ \psi'_Y(t) \frac{\varphi(t)}{\varphi(t)} - \psi(t) \frac{\varphi(t) - \varphi(t)}{\varphi(t)} \right] + \frac{1}{\varphi(t)} \left[ \hat{\psi}_Y(t) - \psi(t) \right].$$

and

$$\frac{\hat{\psi}_Y(t)}{\varphi(t)} - \frac{\psi_Y(t)}{\varphi(t)} = \frac{\hat{\psi}_Y(t)}{\varphi(t)} - \frac{\hat{\psi}_Y(t) - \psi(t)}{\varphi(t)} + \frac{\psi(t)}{\varphi(t)} \left[ \hat{\psi}_Y(t) - \psi(t) \right].$$

One can bound $\hat{\psi}_Y(t)$ as follows:

$$\sup_{|t| \leq T_N} \left| \hat{\psi}_Y(t) \right| \leq \sup_{|t| \leq T_N} \left| \hat{\psi}_Y(t) - \psi_Y(t) \right| + \sup_{|t| \leq T_N} |\psi(t)|$$

$$\leq \sup_{|t| \leq T_N} \left| \hat{\psi}_Y(t) - \psi_Y(t) \right| + \mathbb{E}|Y_t| = O(1),$$

as $\mathbb{E}|Y_t| < \infty$.

It follows that

$$\sup_{|t| \leq T_N} \left| \frac{\hat{\psi}_Y(t)}{\varphi(t)} - \frac{\psi_Y(t)}{\varphi(t)} \right| = \frac{O(\varepsilon_N)}{g(T_N)^2} = o(1).$$

The same argument applies to show that

$$\sup_{|t| \leq T_N} \left| \frac{\xi_{t,m}(t)}{\varphi(t)} - \frac{\xi_{t,m}(t)}{\varphi(t)} \right| = \frac{O(\varepsilon_N)}{g(T_N)^2} = o(1)$$

for all $\ell, m$, if $\mathbb{E}|Y_t Y_m| < \infty$.

(iv) It is easy to extend these results to second derivatives of cumulant generating functions:

$$\zeta_{t,m}(t) = \frac{\partial^2 \kappa_Y}{\partial t' \partial t''}(t)$$

$$= -\frac{\mathbb{E}[Y_t Y_m e^{it'Y}]}{\mathbb{E}[e^{it'Y}]} - \frac{\mathbb{E}[Y_t e^{it'Y}]}{\mathbb{E}[e^{it'Y}]} \frac{\mathbb{E}[Y_m e^{it''Y}]}{\mathbb{E}[e^{it''Y}]}$$

$$= -\frac{\xi_{t,m}(t)}{\varphi(t)} \frac{\psi_Y(t)}{\varphi(t)} \frac{\psi_m(t)}{\varphi(t)}.$$
Let \( \tilde{\zeta}_{\ell m}(t) = -\frac{\tilde{\xi}_{\ell m}(t)}{\tilde{\varphi}(t)} + \frac{\tilde{\psi}_m(t)}{\tilde{\varphi}(t)} \). Then,

\[
\tilde{\zeta}_{\ell m}(t) - \zeta_{\ell m}(t) = -\left[ \frac{\tilde{\xi}_{\ell m}(t)}{\tilde{\varphi}(t)} - \frac{\xi_{\ell m}(t)}{\varphi(t)} \right] + \left[ \frac{\tilde{\psi}_m(t)}{\tilde{\varphi}(t)} - \psi_m(t) \right] \frac{\psi(t)}{\varphi(t)} + \left[ \frac{\psi(t)}{\varphi(t)} \right] \left[ \frac{\tilde{\psi}_m(t)}{\tilde{\varphi}(t)} - \frac{\psi_m(t)}{\varphi(t)} \right] \frac{\psi(t)}{\varphi(t)}.
\]

Since

\[
\sup_{|t| \leq T_N} \left| \frac{\psi(t)}{\varphi(t)} \right| \leq \frac{\mathbb{E}|Y|}{g(T_N)}
\]

for all \( \ell \), it follows that

\[
\sup_{|t| \leq T_N} \left| \tilde{\zeta}_{\ell m}(t) - \zeta_{\ell m}(t) \right| = \frac{O(\varepsilon_N)}{g(T_N)^2} + \frac{O(\varepsilon_N)}{g(T_N)^3} + \left( \frac{O(\varepsilon_N)}{g(T_N)^2} \right)^2 = \frac{O(\varepsilon_N)}{g(T_N)^3}
\]

for \( N \) large enough such that \( g(T_N) < 1 \).

(v) Fix a direction of integration \( \theta \in \mathbb{R}^L \setminus \{0\} \), and \( \tau \in \mathbb{R} \). Then:

\[
C_{\ell m}(\theta) = \sup_{\tau \in [-T_N,T_N]} \left| \int_0^\tau \int_0^u \tilde{\zeta}_{\ell m} \left( \frac{v \theta}{\theta^T A_k} \right) dv du - \int_0^\tau \int_0^u \zeta_{\ell m} \left( \frac{v \theta}{\theta^T A_k} \right) dv du \right|
\]

\[
\leq \sup_{\tau \in [-T_N,T_N]} \left( \frac{\tau^2}{2} \sup_{|t| \leq T_N} \left| \tilde{\zeta}_{\ell m} \left( \frac{v \theta}{\theta^T A_k} \right) - \zeta_{\ell m} \left( \frac{v \theta}{\theta^T A_k} \right) \right| \right)
\]

\[
\leq T_N^2 \sup_{|t| \leq T_N} \left| \frac{\tilde{\zeta}_{\ell m}(t) - \zeta_{\ell m}(t)}{\theta^T A_k} \right|
\]

\[
= \frac{T_N^2}{g(T_N)} O(\varepsilon_N).
\]

Hence, for any distribution \( W \):

\[
\int C_{bn}(\theta) dW(\theta) \leq \left[ \int g(T_N) \left( \frac{\theta}{\theta^T A_k} \right)^{-3} dW(\theta) \right] T_N^2 O(\varepsilon_N).
\]

(vi) It easily follows from the previous step that:

\[
\sup_{\tau \in [-T_N,T_N]} |\tilde{\kappa}_{X_k}(\tau) - \kappa_{X_k}(\tau)| = \left[ \int g(T_N) \left( \frac{\theta}{\theta^T A_k} \right)^{-3} dW(\theta) \right] T_N^2 O(\varepsilon_N) = o(1).
\]

In particular, \( \sup_{\tau \in [-T_N,T_N]} |\tilde{\kappa}_{X_k}(\tau) - \kappa_{X_k}(\tau)| < 1 \) for \( N \) large enough. Therefore, for \( N \) large enough

\[
\sup_{\tau \in [-T_N,T_N]} |\tilde{\varphi}_{X_k}(\tau) - \varphi_{X_k}(\tau)| = \sup_{\tau \in [-T_N,T_N]} |\exp(\tilde{\kappa}_{X_k}(\tau)) - \exp(\kappa_{X_k}(\tau))|,
\]

\[
\leq \sup_{\tau \in [-T_N,T_N]} |\tilde{\kappa}_{X_k}(\tau) - \kappa_{X_k}(\tau)|,
\]

Technically, we need some support conditions on \( W \) that ensure that the statement \( O(\varepsilon_N) \) above is uniform in \( \theta \).
from which it follows that
\[
\sup_{\tau \in [-T_N, T_N]} |\hat{\varphi}_{X_h}(\tau) - \varphi_{X_h}(\tau)| = \left[ \int g \left( T_N \left| \frac{\theta}{\theta^T A_h} \right| \right)^{-3} dW(\theta) \right] T_N^2 O(\varepsilon_N).
\]

This ends the proof of Theorem 1.

C Proof of Theorem 2

For all \( x \) in the support of \( X_h \):
\[
\hat{f}_{X_h}(x) - f_{X_h}(x) = \frac{1}{2\pi} \int \varphi_H \left( \frac{v}{T_N} \right) e^{-i\nu x} (\hat{\varphi}_{X_h}(v) - \varphi_{X_h}(v)) dv + \frac{1}{2\pi} \int \varphi_H \left( \frac{v}{T_N} \right) - 1 e^{-i\nu x} \varphi_{X_h}(v) dv,
\]
where \( \varphi_H \) is the c.f. of a smoothing kernel that is equal to 0 outside \([-1, 1]\). So, for \( N \) large enough:
\[
\left| \hat{f}_{X_h}(x) - f_{X_h}(x) \right| \leq \frac{1}{2\pi} \int_{-T_N}^{T_N} \left| \varphi_H \left( \frac{v}{T_N} \right) \right| \left| \hat{\varphi}_{X_h}(v) - \varphi_{X_h}(v) \right| dv + \frac{1}{2\pi} \int \left| \varphi_H \left( \frac{v}{T_N} \right) - 1 \right| h_k(|v|) dv \\
\leq \frac{T_N}{\pi} \sup_{|r| \leq T_N} \left| \hat{\varphi}_{X_h}(\tau) - \varphi_{X_h}(\tau) \right| + \frac{1}{2\pi} \int \left| \varphi_H \left( \frac{v}{T_N} \right) - 1 \right| h_k(|v|) dv,
\]
(C6)

where we have used that \( |\varphi_H| \leq 1 \) (as \( \varphi_H \) is a c.f.), and that \( |\varphi_{X_h}(v)| \leq h_k(|v|) \) for all \( |v| \).

Note that
\[
|\varphi_\mathbf{Y}(\mathbf{t})| = \mathbb{E} \left[ e^{i\mathbf{t}^T \mathbf{Y}} \right] = \mathbb{E} \left[ e^{i\mathbf{t}^T \mathbf{Ax}} \right] = \prod_{k=1}^{K} \varphi_{X_h} (\mathbf{t}^T \mathbf{A}_k) \geq \tilde{g}(|\mathbf{t}^T \mathbf{A}|) \geq \tilde{g}(L |\mathbf{A}| |\mathbf{t}|),
\]
where \( |\mathbf{A}| = \max_{i,j} (|a_{ij}|) \). In the last inequality we have used that \( \tilde{g} \) is decreasing, and that
\[
|\mathbf{t}^T \mathbf{A}| = \max_i \left( \sum_{j=1}^{L} a_{ij} t_j \right) \leq L |\mathbf{A}| |\mathbf{t}|.
\]

Define \( g(t) = \tilde{g}(L |\mathbf{A}| t) \). Function \( g \) inherits \( \tilde{g} \)'s properties: it maps \( \mathbb{R}^+ \) onto \([0,1]\), it is decreasing and it is integrable, so that in particular \( g(|\mathbf{t}|) \to 0 \) when \( |\mathbf{t}| \to \infty \). We can thus apply Theorem 1 and obtain:
\[
\sup_{|\tau| \leq T_N} |\hat{\varphi}_{X_h}(\tau) - \varphi_{X_h}(\tau)| = \frac{T_N^2}{g(T_N)^3} O(\varepsilon_N)
\]
with \( \varepsilon_N \) and \( T_N \) as in Lemma 1.
If \( H \) is a higher-order kernel of order \( q \geq 2 \), then there exists a function \( m \) such that 
\[
\varphi_H(v) = 1 + m(v)v^q \quad \text{for all } v \in [-1,1], \quad \text{and } \varphi_H(v) = 0 \quad \text{for } v \notin [-1,1],
\]
where \( m \) is continuous on \([-1,1]\). So the last term on the right-hand side of (C6) is:
\[
\int \left| \varphi_H \left( \frac{v}{T_N} \right) - 1 \right| h_k(\|v\|)dv = \int_{-T_N}^{T_N} \left| m \left( \frac{v}{T_N} \right) \left( \frac{v}{T_N} \right)^q h_k(\|v\|)dv + 2 \int_{T_N}^{+\infty} h_k(\|v\|)dv \right.
\]
\[
= \sup_{v \in [-1,1]} |m(v)| \cdot \left( \frac{1}{T_N} \int_{-T_N}^{T_N} v^q h_k(\|v\|)dv \right) + 2 \int_{T_N}^{+\infty} h_k(\|v\|)dv,
\]
where \( \sup_{v \in [-1,1]} |m(v)| = O(1) \) since \( m \) is continuous on \([-1,1]\).

This ends the proof of Theorem 2.

D “Plug-in” bandwidth selection

We here present the “plug-in” method of Delaigle and Gijbels (2004) to choose the bandwidth in deconvolution kernel density estimation. We focus on second-order kernels in the presentation.

**Known error distribution.** To present the method, let us consider the deconvolution problem with known error distribution \( Y = X + U \), where \( f_U \), or equivalently \( \varphi_U \), is known. Based on a random sample \( Y_1, \ldots, Y_N \), the deconvolution kernel density estimator of \( f_X \) is given by:
\[
\hat{f}_X(x) = \frac{1}{2\pi} \int \varphi_H \left( \frac{v}{T_N} \right) e^{-ivx} \frac{\varphi_Y(v)}{\varphi_U(v)} dv,
\]
where \( \varphi_Y(v) = \mathbb{E}_N e^{ivY} \) is the empirical characteristic function of \( Y \).

Let the Mean Integrated Squared Error (MISE) of \( \hat{f}_X \) be:
\[
\text{MISE}(T_N) = \mathbb{E} \left( \int \left( \hat{f}_X(x) - f_X(x) \right)^2 dx \right).
\]

The choice of \( T_N \) relies on the following approximation of the MISE:
\[
\text{MISE}(T_N) \approx \frac{1}{2\pi N} \int \left| \varphi_H \left( \frac{v}{T_N} \right) \right|^2 |\varphi_U(v)|^{-2} dv + \frac{\mu_{H,2}^2 R(f_X^d)}{4T_N^4}.
\]

where
\[
\mu_{H,2} = \int v^2 H(v) dv,
\]
\[
R(f_X^d) = \int \left[ f_X^d(x) \right]^2 dx.
\]

For example, \( \mu_{H,2} = 6 \).

The plug-in method estimates \( R(f_X^d) \) by the following algorithm.

1. Estimate \( R(f_X^d) \) as if \( X \) was normally distributed:
\[
\hat{R}(f_X^d) = \frac{8!}{2^9 4\sqrt{\pi} \text{Var}(X)} \hat{f}_X^d.
\]
2. Minimize the following quantity with respect to $T$:

$$-\frac{\mu_H}{T^2} \tilde{R}(f_X) + \frac{1}{2\pi N} \int v^6 \left| \varphi_H \left( \frac{v}{T} \right) \right|^2 |\varphi_U(v)|^{-2} dv.$$ 

This quantity can be interpreted as the squared asymptotic bias of $\tilde{R}(f_X)$. This step yields $\tilde{T}$.

3. Compute:

$$\tilde{R}(f_X) = \frac{1}{2\pi} \int v^6 \left| \varphi_H \left( \frac{v}{T} \right) \right|^2 \left| \frac{\hat{\varphi}(v)}{\varphi_U(v)} \right|^2 dv.$$ 

4. Iterate one more time steps 2 and 3. This yields $\tilde{R}(f_X)$.

Finally, once $R(f_X)$ has been estimated, $\tilde{T}_N$ is obtained as the minimizer of the approximated MISE given by the right-hand side of (D7).

**Unknown error distribution.** In practice, we replace $\varphi_U(v)$ in the above expressions by an estimate of the c.f. of $\sum_{m \neq k} \frac{\theta^i_{A_m}}{\theta^i_{A_k}} X_m$, as explained in 5.3. Because of (33), a consistent estimate of that c.f. is given by

$$\hat{\varphi}_U(v) = \frac{\hat{\varphi}_Y \left( \frac{v}{\theta^i_{A_k}} \right)}{\hat{\varphi}_{X_k}(v)},$$

where $\hat{\varphi}_Y$ is the empirical c.f. of $Y$, and $\hat{\varphi}_{X_k}$ is the estimate of the c.f. of $X_k$ given by (22).